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Foreword

One of the most successful application areas of data mining is in surveillance - that is, in monitoring ongo-
ing situations to detect sudden changes or unexpected events. Such methods have extremely widespread 
application, from detecting epidemic disease outbreaks as quickly as possible, through fraud detection 
in banking, to detecting sudden changes in the condition of intensive care patients, as well as to detect-
ing the imminent departure of manufacturing processes from acceptable operating limits, warning of 
potential terrorist atrocities, and the automatic analysis of video footage to detect suspicious behaviour. 
The aim in all such problems is to process data dynamically, as quickly as possible, to act as an early 
warning system so that an alert to the imminent change can be given and appropriate action can be taken.

Characteristic of such problems is that the data are streaming data: they keep on coming, are often 
multivariate, and require on-line processing. This is very different from the ‘classical’ statistical problem 
of batch mode data, which can be analysed and re-analysed in one’s laboratory at leisure. This means 
that adaptive, sequential, learning algorithms are needed, and that often one will get only one chance 
to look at the data. The analysis has to be done immediately, and then the data are gone, and the system 
has to look for the next potential event.

Furthermore, surveillance problems are often characterised by large data sets - which makes them 
a very modern problem. At the extreme, the word petabyte (1015) is not unusual: the Large Hadron 
Collider produces about 15 petabytes of data per year, which needs to be monitored for unusual data 
configurations, and AT&T, which uses surveillance methods to detect theft of telecomms resources, 
transfers some 16 petabytes per day.

A third characteristic is that the aim is to provide an early warning, so that a timely intervention 
can be made. A surveillance system to detect credit card fraud which raised an alert some three months 
after the transaction had occurred would be useless - even if it successfully detected all frauds and never 
raised a flag on legitimate transactions. 

These three features of the data - its dynamic and ongoing nature, the sizes of the data sets, and the 
aim of providing an early warning - pose particular theoretical and practical challenges. This makes it 
a rich, as well as an increasingly important area, for research. 

There are various approaches to surveillance. In some situations, the type of anomaly being sought is 
known. In such cases one can use supervised methods, in which one builds a system which is effective 
at distinguishing between data structures with the known characteristics of the anomaly and other data 
structures. So, for example, certain kinds of behaviour are known to be indicative of possible credit card 
fraud, and a system can be trained to look for such behaviour.

In contrast, in other situations, the system may hope to detect configurations which depart from 
the norm in various, but not completely specified ways. Outlier detection is an example, where all we 
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know is that the observation is extreme, without being able to say in what way (on what variables) it 
is extreme. In such cases, unsupervised methods are necessary, which simply compare data points, or 
data configurations with the norm, to detect unusual patterns. An example would be signs of imminent 
disease outbreaks arising from unexpected local clusters of cases.

A wide variety of statistical tools are applied in surveillance problems, including change point analysis, 
forecasting methods, scan statistics, and filtering. But in some sense, the area is a relatively new one: 
modern data capture technology has opened up a wealth of possibilities for analysing systems as they 
operate, to detect unusual or dangerous events. The area is one of increasing importance, over an increasing 
number of domains. As a consequence, a wide range of readers will find this book of interest. The book 
has captured this breadth by presenting studies from a number of different areas, illustrating the range 
of applications and the diversity of methods which are used. It is a welcome addition to the literature.

David J. Hand
Imperial College, London

David J. Hand is Professor of Statistics at Imperial College, London.  He studied mathematics at the University of Oxford 
and statistics and pattern recognition at the University of Southampton.  His most recent books are Statistics: a Very Short 
Introduction, and ROC Curves for Continuous Data.  He launched the journal Statistics and Computing, and served a term of 
office as editor of Journal of the Royal Statistical Society, Series C.  He is currently President of the Royal Statistical Society.  
He has received various awards and prizes for his research, including the Guy medal of the Royal Statistical Society, a Research 
Merit Award from the Royal Society, and the IEEE-ICDM Outstanding Contributions Award.  He was elected a Fellow of the 
British Academy in 2003.  
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Preface

Actual global situation is forced to predict the condition of achievement and should be ready to decrease 
the probable risk in all areas. It is possible to do that with conventional human based approach but it 
takes long time and the compensation of damage becomes impossible. Improvement of information 
technologies reflects supervision as surveillance systems and early warning systems (EWS). Operational 
logic of early warning systems is based on finding unexpected and extraordinary behaviors in subject 
area. On the other hand, data mining is the way of uncover previously unknown, useful and valuable 
knowledge, patterns, relations from big amount of data via sophisticated evolutionary algorithms of 
classical techniques such as statistics, pattern recognition, artificial intelligence, machine learning. The 
definitions of EWS and data mining given lead an interesting similarity. Therefore, in this book, early 
warning systems has been taken into consideration in both theoretical and practical mean for mainly 
detecting risk in financial, economical, social, security, marketing issues.

This book is a multidisciplinary study. The main components of the book are data mining, early 
warning systems, Information Technologies and risk management. Furthermore, this book is included 
the intersection and combination of these components in problematique domains. The book is mainly 
structured on data mining. Data mining is the most efficient and evoluationary area in Business Intel-
ligence domain. Usage of data mining has been diffusing all areas which have big amount of data. In the 
book, main application area of data mining methods is early warning systems. Early warning system is 
a mechanism which provides proactivation via identification of critical limit values, crucial indicators, 
utility functions, and important factors. It is possible to mention a lot of types of early warning systems 
but this book is focused on early warning sytems concerning risk detection. Therefore, risk manage-
ment and risk analysis or shortly risk is the last key component for this book. Risk formally defines as 
the expected value of the loss function. There are mainly two ways to construct a risk measure. One of 
them is defining a loss or utility function and the other is finding indicators which will imply risk. In 
this book, both of the two ways is taken into consideration while early warning system design and risk 
functions or indicators obtained via data mining. Furthermore, all systems are designed in IT based or 
aided nature. In another words, the main objective of this book is drawing a frame for risk detection via 
data mining and then put it in a early warning systems via Information Technologies. 

The key concepts covered in this book have a very large application area in real world. Because, 
increasing competition has been becoming a result of globalisation and its tendecy showed that it will 
increase very rapidly day by day. Last global financial crisis and its extensions showed that all firms 
should be aware of their potancial risks and should be more proactive to produce their own solutions by 
themselves. On the other hand, one of the most important further reflections of financial crisis is social 
risk for governments. In addition, prevention of crime, proactivation for terrorist attacks can be the actual 
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application domains in security risk perspective. Furthermore, natural disasters such as earthquakes, storms 
etc. and disaster recovery systems can be count in the subject area, whether included in this book or not.

It can be seen that risk detection oriented early warning systems have a very large implementation 
domain from the picture given above. Furthermore, last generation Business Intelligence approach data 
mining accelarated the accuracy of those systems. Therefore, this book will be triggered new research 
domains such as finance, sociology, criminology, security, earth sciences etc. Altough, there is no ex-
isting title concerning early warning systems based on data mining for risk detection. However, there 
are some studies (papers, proceedings etc.) on risk detection based on data mining but there is no book 
completely dedicated on risk detection from data mining point of view. In addition, there is no book 
specialized on early warning systems based on data mining. Therefore, this book is the first book in a 
manner of complete coverage with data mining, risk detection and early warning components.

The target audience of this book includes numerous individuals, students, academics, researchers, 
engineers, professionals from government and non-government institutions working in the field of data 
mining, knowledge discovery, risk management, IT based supervision, fraud detection, matters involving 
early warning in various disciplines such as information and communication sciences; insurance, banking 
and finance; health; social sciences; criminology; security; earth sciences; engineering etc. Therefore, 
this book can be identified as a practical guide of theoritical matters for solving real life problems with 
feasible potential systems, models and examples. From that view of point it can be used in public librar-
ies, research organizations and academic institutes’ libraries. In addition, individuals such as scientists, 
practitioners, managers and experts from government and non-government institutions involving risk 
detection will be interested in this book. 

This book is divided into four sections. First section entitled ‘Theoretical and Conceptual Approach 
to Early Warning Systems’ introduces basic principals of data mining, early warning systems, risk evalu-
ation and detection in multi dimentional structure.

Chapter 1 presents a formal definition of knowledge discovery in databases (KDD) process and DM, 
their functions and methods, used or likely to be used in early warning systems. It also presents a brief 
survey of overview and application papers and software in the early warning system literature.

Chapter 2 introduces the comparison of laws on data privacy protection. In this chapter, the com-
parison of EU comprehensive laws model and US sectoral laws model that arise from different cultural 
and historical background have been presented. The main objectives are to compare the current state of 
consumer’s privacy protection in EU and USA, discuss legal frameworks, propose some best practice 
implications, and summarize perceived future trends. 

Chapter 3 deals with the divergence in statistical estimations from statistical learning point of view. 
In this chapter some of the approaches presented which open possibilities for the reduction of the huge 
gaps in modern statistical estimations of the same phenomena and its linkage with statistical learning. 
In addition, a solution has been given for create a single number of standards of economical information 
and economical indicators based on total conventional decisions via datawarehouse and data mining 
logic for clean, comparable and standardized definitions instead of directed ones for acceptable estima-
tions and reliable conclusions.

Chapter 4 gives a review of recent developments in sequential surveillance and modeling of default 
probabilities of corporate and retail loans, and relates them to the development of early warning or quick 
detection systems for managing the risk associated with the so-called “black swans” or their close rela-
tives, the black-necked swans.
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The second section entitled ‘Early Warning Systems for Finance’ introduces early warning systems 
for detection and prevention of financial crisis, stock market crashes and bankruptcies.

Chapter 5 introduces a financial early warning system that all enterprises in need which detects signs 
to warn against risks and prevent from financial crisis. Before the global financial crisis that began 
2008, small and medium-sized enterprises (SMEs) have already fighted with important financial issues. 
The global financial crisis and the ensuring flight away from risk have affected SMEs more than larger 
enterprises When these effects considered, besides the issues of poor business performance, insufficient 
information and insufficiencies of managers in finance education, it is clear that early warning systems 
(EWS) are vital for SMEs for risk detection and prevention from financial crisis. The aim of this study 
is to develop a financial EWS for risk detection via data mining. For this purpose, data of SMEs listed in 
Istanbul Stock Exchange (ISE) is processed with Chi-Square Automatic Interaction Detector (CHAID) 
Decision Tree Algorithm. By using this EWS, the risk profiles and risk signals have been determined for 
risk detection and road maps have been developed for risk prevention from financial crisis. 

Chapter 6 focuses on building a financial early warning system (EWS) to predict stock market crashes 
by using stock market volatility and rising stock prices. The relation of stock market volatility with stock 
market crashes is analyzed empirically. Also, Istanbul Stock Exchange (ISE) national 100 index data 
used to achieve better results from the view point of modeling purpose. A risk indicator of stock market 
crash is computed to predict crashes and to give an early warning signal. Various data mining classifiers 
are compared to obtain the best practical solution for the financial early warning system. Adaptive neuro 
fuzzy inference system (ANFIS) model was proposed to forecast stock market crashes efficiently. Also, 
ANFIS was explained in detail as a training tool for the EWS. 

Chapter 7 introduces a comparison of bankruptcy prediction performances of new and advanced ma-
chine learning and statistical techniques. It is very important for financial institutions which are capable 
of accurately predicting business failure. In literature, numbers of bankruptcy prediction models have 
been developed based on statistical and machine learning techniques. In particular, many machine learn-
ing techniques, such as neural networks, decision trees, etc. have shown better prediction performances 
than statistical ones. However, advanced machine learning techniques, such as classifier ensembles and 
stacked generalization have not been fully examined and compared in terms of their bankruptcy predic-
tion performances. The aim of this chapter is to compare two different machine learning techniques, 
one statistical approach, two types of classifier ensembles, and three stacked generalization classifiers 
over three related datasets. 

Chapter 8 introduces a surveaillance system for bankruptcy risk of Romanian SMEs. The small and 
medium enterprises (SMEs) represent the backbone of the economy, playing a major economic and 
social role in the process of developing a dynamic economy. But the recent evolutions in the financial 
markets, the international financial crisis, and the increased competition on markets, the lack of financial 
resources and the insufficient adaptation of many firms to the requests of the European market are new 
threats which can determine the bankruptcies of the Romanian SMEs. In this context, starting from the 
necessity to design an early warning system, authors elaborated a new model for analysis of bankruptcy 
risk for the Romanian SMEs that combine two main categories of indicators: financial ratios and non-
financial indicators. Analysis based on data mining techniques (CHAID) in order to identify the firms’ 
categories accordingly to the bankruptcy risk levels. Through the proposed analysis model authors tried 
to offer a real surveillance system for the Romanian SMEs which can allow an early signal regarding 
the bankruptcy risk. 
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The third section entitled ‘Early Warning Systems for Detection and Prevention of Fraud, Crime, 
Money Laundering and Terrorist Financing’ introduces early warning systems for proactivation, detec-
tion and prevention of security, criminal and terrorrist issues.

Chapter 9 introduces a fraud detection system in social aids for social risk mitigation which has a 
poverty map construction facility. One of the most important concerns of social policies is social risk 
mitigation and fight against poverty and social aids as its extensions. In general, measurements of social 
events have been mostly based on subjective statements. More specifically, targeting mechanisms have 
been using for determination of potential social aid owners. Most popular targeting mechanisms are 
subjective ones as well. In this chapter, an objective targeting mechanism model and a fraud detection 
system model have been developed via data mining for social aids as an identifier of poverty levels 
which includes early warning signals for inappropriate applications. Then, these models have been used 
for development of a poverty map. Developed new targeting mechanism which has been based on rat-
ing approach will be an alternative to Means Test and Proxy Means Test. In addition, social aid fraud 
detection system has automatic update property with Intelligent System approach and the poverty map 
computation facility which can be used for absence of detailed data. Furthermore, Millenium Develop-
ment Goals, Targeting Mechanisms, Poverty and Poverty Maps concepts have been reviewed from an 
analytical and objective point of view. 

Chapter 10 introduces the generations of video surveillance systems and their applications in potential 
risk and crime detection. Moreover, as the surveillance video and data for safety and security are very 
important for all kinds of risk and crime detection, the system is required not only to data protection of 
the message transmission over Internet, but also to further provide reliable transmission to preserve the 
visual quality-of-service (QoS). 

Chapter 11 discusses the application of data mining in the field of economic crime, or corporate 
fraud. The classification external versus internal fraud is explained and the major types of fraud within 
these classifications are given. Aside from explaining these classifications, some numbers and statistics 
are provided. After this thorough introduction into fraud, an academic literature review concerning data 
mining in combination with fraud is given, along with the current solutions for corporate fraud in busi-
ness practice. At the end, a current state of data mining applications within the field of economic crime, 
both in the academic world and in business practice, is given.

Chapter 12 explores the operational data related to transactions in a financial organisation to find 
out the suitable techniques to assess the origin and purpose of these transactions and to detect if they 
are relevant to money laundering. Authors’ purpose is to provide an AML/CTF compliance report that 
provides AUSTRAC with information about reporting entities’ compliance with the Anti-Money Laun-
dering and Counter-Terrorism Financing Act 2006. Authors’ aim is to look into the Money Laundering 
activities and try to identify the most critical classifiers that can be used in building a decision tree. The 
tree has been tested using a sample of the data and passing it through the relevant paths/scenarios on the 
tree. It is proposed that a decision tree using the classifiers identified in this chapter can be incorporated 
into financial applications to enable organizations to identify the High Risk transactions and monitor or 
report them accordingly. 

The fourth section entitled ‘Early Warning Systems for Customer Services and Marketing’ introduces 
early warning systems for customer satisfaction and promotions.

Chapter 13 introduces The Learning Management System data and the subsequent Customer Interac-
tion System data can help to provide “early warning system data” for risk detection in enterprises. This 
chapter provides data from an international research project investigating on customer satisfaction in 
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services to persons of public utility, like (education) training services and health care services, by means 
of explorative multivariate data analysis tools as Ordered Multiple Correspondence Analysis, Boosting 
regression, Partial Least Squares regression and its generalizations.

Chapter 14 introduces two models analysis – quantity (SCAN*PRO) and market share (MCI) and 
their power for explanatory and forecasting research using POS data for price promotions. Having dealt 
with more than 30 brand categories within a wider research, authors conclude that the models developed 
are usable for a fast decision making process within a company.

It can be seen that risk detection oriented early warning systems have a very large implementation 
domain from the picture given above. Furthermore, last generation Business Intelligence approach data 
mining accelarated the accuracy of those systems. Therefore, this book will be triggered new research 
domains such as data mining, statistical data analysis, statistical learning, business intelligence, informa-
tion tecnologies, finance, banking, economics, governance, sociology, criminology, security, marketing 
etc. and their intersections. It is intended that this book will be a primary reference in all areas which 
need supervision and early warning approach for risk reduction via latest Business Intelligence method 
as Data Mining.

Ali Serhan Koyuncugil
Nermin Ozgulbas
Editors
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INTRODUCTION

Early warning systems (EWSs) are designed to 
warn of a potential or an impending problem such 

as earthquakes, tsunamis, wildfires, hurricanes, 
pandemics, famine, human rights violations, 
conflicts, financial crisis, fraud and market shifts. 
They typically utilize a network of sensing or 
surveillance devices for the problem or risk detec-

AbsTRACT

Development of more effective early warning systems (EWSs) for various applications have been pos-
sible during the past decade due to advancements in information, detection, data mining (DM) and 
surveillance technologies. These application areas include economy, banking, finance, health care, 
bioinformatics, production and service delivery, hazard and crime prevention and minimization of other 
social risks involving the environment, administrations, politics and human rights. This chapter aims to 
define knowledge discovery in databases (KDD) process in five steps: Data preparation, data prepro-
cessing, DM, evaluation and interpretation, and implementation. DM is further explained in descriptive 
and predictive mining categories with their functions and methods used or likely to be used in EWSs. In 
addition to well-known structured data types, mining of advanced data types such as spatial, temporal, 
sequence, images, multimedia and hypertexts is also introduced. Moreover, it presents a brief survey of 
overview and application papers and software in the EWS literature.

DOI: 10.4018/978-1-61692-865-0.ch001
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tion. Organisation for Economic Co-operation and 
Development [OECD] (2003) provides an analysis 
of many of the systemic risks that surround us.

Knowledge discovery in databases (KDD) is a 
general process of discovering hidden patterns in 
data for better decision making. A major part of 
KDD involves data mining (DM). DM has become 
a widely accepted approach for risk management. 
Tsumoto and Washio (2007) provide a perspective 
about application of DM to risk management, in 
general. Similarly, Baesens et al. (2009) outline 
a series of upcoming trends and challenges for 
DM, covering applications in credit risk, fraud 
detection and so on.

Typical applications of DM are observed in 
management of risks in economy, banking and 
financial operations, such as economic crisis 
prediction and fraud detection based on histori-
cal data about the economy or banking/financial 
operations and customers.

Environmental, public health and disaster 
monitoring systems use surveillance technologies 
such as remote sensing (satellite imaging) and the 
data collected are analyzed by DM approaches 
for early warnings. Several EWSs for health and 
infectious disease control exist (such the Global 
Outbreak Alert and Response Network (GOARN) 
of World Health Organization (WHO)) that make 
more and more use of DM methods.

Similarly, EWS applications and attempts 
are observed in the literature and in practice for 
network security, intelligence, protection against 
natural or man-made hazards, risks from poor 
product quality or competitors’ threats, and so on. 
Gurr and Davies (1998) present original essays 
that examine complex political and humanitar-
ian crisis early warning factors and develop 
recommendations for effective early warning 
and response; Carragata (1999) examines early 
warning signs and designing EWSs for business 
survival and growth; Goldstein et al. (2000) study 
banking and currency crises in emerging markets 
to identify most reliable early warning signals; 
Gilad (2003) discusses early warning development 

for competitiveness in the market; Meier (2006) 
discusses an EWS for preventing environmental 
conflicts; Gasparini et al. (2007) analyze major 
earthquake EWSs; Brown (2008) focuses on 
remote sensing measurements and how they are 
used to in famine EWSs, specifically in the US 
Agency for International development (USAID)’s 
Famine EWS Network; Glantz (2009) reviews 
EWSs for water- and weather-related hazards; 
OECD (2009) presents a review and analysis 
of early warning and response mechanisms and 
instruments for preventing violence, war, and 
state collapse, violent conflict. There is a need 
to develop many others and improve the existing 
ones for detecting important economic and social 
risks including hungers, epidemics, crimes, child 
abuses and unemployment.

KDD and DM, in particular, can boost these 
developments if utilized to their full extends. The 
main propose of this chapter is to define the KDD 
process and DM with their functions and methods 
for EWS developers and users.

In the following, first, a brief overview of 
DM applications in EWSs is provided based on a 
review of the literature. Then, the KDD process is 
defined in five major steps: Data preparation, data 
preprocessing, DM, evaluation and interpretation, 
and implementation. DM is further explained 
in descriptive and predictive mining categories 
with their functions and methods. Mining of 
advanced data types such as images, multimedia 
and hypertexts, on the other hand, is presented 
in a separate section. Afterwards, a review of 
DM software used in EWSs is provided. At the 
end of the chapter, future research directions and 
concluding remarks are given.

sOME DATA MINING APPLICATIONs 
FOR EWs DEVELOPMENT 
IN THE LITERATURE

Several attempts exist in the literature for EWS 
development in various industries/areas by us-
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ing DM approaches. These are searched mainly 
through the Web of Science database, and the 
following studies are selected to provide an idea 
for the range and content of the applications.

1.  Economy, banking and finance

Hormozi and Giles (2004) – overviews DM op-
erations as covered by the literature and discusses 
important uses of DM in risk management, fraud 
detection, and other banking and retail industry 
applications.

Toktas and Demirhan (2004) – presents DM 
techniques frequently used in financial risk 
analysis, and an early warning model that predicts 
failures one year prior to failure for selected banks.

Kim et al. (2004) – discusses usefulness of 
a frequently used DM method, artificial neural 
networks (ANNs) for EWS of economic crisis.

Koyuncugil and Ozgulbas (2007) – studies 
detecting financial early warning signs in Istanbul 
Stock Exchange by DM.

Chan et al. (2007) – proposes a DM framework 
to measure the resilience of an economy to support 
the EWS adopted by the International Monetary 
Fund to predict future financial crises.

He et al. (2007) – presents an application DM 
in industrial economic early warning.

Dian-Min et al. (2007) – presents a generic 
DM based financial fraud detection framework 
as a result of an extensive literature review.

Koyuncugil and Ozgulbas (2009) – presents 
an EWS for SMEs as a financial risk detector.

Peng et al. (2009) – uses six financial-risk-
related datasets to illustrate that combination of 
DM techniques with chance discovery can be 
effective in financial risk detection.

Phua et al. (2009) – describes a technique, 
CASS, for generating numeric suspicion scores on 
streaming credit applications over both time and 
space. This technique is shown to rapidly detect 
early symptoms of identity crime.

Yang et al. (2007) – applies text mining for 
extracting non-structural information in corporate 
financial reports.

2.  Health care and bioinformatics

Bull et al. (1997) – presents a methodology and 
the architecture of an EWS which discovers health 
risks, forecasts the temporal and spatial spread 
of epidemics, and estimates the consequences of 
an epidemic.

Pietravalle et al. (2002) – presents an approach 
based on DM to predict Septoria tritici on winter 
wheat using meteorological data.

Kapetanovic et al. (2004) – describes some of 
the commonly used and evolving bioinformatics 
methods and DM tools and presents examples of 
their application to early cancer detection, risk 
identification, risk assessment and risk reduction.

Tsumoto et al. (2007) – proposes the use of DM 
in risk management for large-scale organizations 
with applications in three medical domains: risk 
aversion of nurse incidents, infection control and 
hospital management.

Tsumoto et al. (2008) – proposes an application 
of DM to medical risk management, where DM 
techniques are applied to detection, analysis and 
evaluation of risks potentially existing in clinical 
environments.

Chen et al. (2008) – proposes a signal detection 
system based on DM for detection of the safety 
signal regarding the reporting of hepatotoxicity 
associated with the use of telithromycin.

Sintchenko et al. (2008) – proposes a frame-
work for bioinformatics assisted biosurveillance 
and early warning to address the inefficiencies in 
traditional surveillance. It shows that particular 
microbial profiling and text mining approaches can 
enable detection of integrated infectious disease 
outbreak and responsive environments.

Bartels et al. (2009) – discusses data processing 
to document clues that predict risk of recurrence 
of a bladder lesion.
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Li (2006) – presents a survey of EWS for 
environmental and public health applications.

3.  Natural hazards

Jager and Kalber (2005) – introduces the 
GOCA (GNSS/GPS/LPS based online control 
and alarm system) as an EWS for natural haz-
ards such as landslides, mining and tunneling 
activities, volcano monitoring and monitoring of 
geotechnical structures and buildings. The GOCA 
deformation – analysis software utilizes several 
DM approaches.

Cervone et al. (2006) – introduces an earth-
quake monitoring and forecasting system, 
CQuake, based on satellite derived data processed 
by DM approaches.

Kuenzer et al. (2007) – presents two comple-
menting algorithms for automatic delineation of 
coal fire risk areas from multispectral satellite 
data, and automatic extraction of local fire related 
thermal anomalies from thermal data.

4.  Network safety and management

Meng and Dunham (2006) – Traffic anomaly 
has been rated as an important risk indication in 
computer networks. This study presents a heuristic 
risk assessment model in a spatiotemporal envi-
ronment which incorporates an anomaly detection 
model with user feedbacks to historical events.

Gao and Zhang (2007) – presents an intranet 
intrusion detection EWS model based on DM.

5.  Production, service and supply chain 
management

Grabert et al. (2004) – presents an EWS in 
automotive production, which utilizes ANNs for 
monitoring warranty claims, and association and 
sequence analysis for an early detection of quality 
changes both in production site and car field usage.

Pettersson (2004) – discusses the use of statisti-
cal process control methods to detect increasing 
churn (the process of customer replacing one 

provider for another) rates and to monitor customer 
movements.

Drewes (2005) – studies timely detection of 
warranty defects by text mining.

Lo et al. (2006) – E-business technology has 
broadly been used in supply chain management 
to improve the relationships between business 
to business and between business to customers. 
This study proposes a framework of an e-SCM 
multiple-agent system for early warning of pos-
sibly lost customers.

6.  Others

Patil (2005) – discusses goeinformatic hotspot 
systems for detection, prioritization and early 
warning.

Cocx et al. (2008) – presents an EWS for the 
prediction of criminal careers.

Cheng et al. (2008) – presents an outlier detec-
tion model of DM for improving tender evaluation 
of civil projects, according to which a pre-warning 
can be made for some risks.

Ito et al. (2009) – presents a DM approach to 
unusual data detection and risk management for 
hydroelectric power plants.

Alker (2009) – has directed a project about 
Conflict Early Warning Systems (CEWS), as a 
part of which KDD and DM are introduced to 
this area for increased effectiveness.

O’Brien (2004) – reports on an automated EWS 
called FORECITE (Forecasting of Crises and 
Instability Using Text-Based Events) which was 
developed by the US Center for Army Analysis 
(CAA) for monitoring and forecasting indicators 
associated with country instability.

KNOWLEDGE DIsCOVERY 
IN DATAbAsEs PROCEss 
AND DATA MINING

Fayyad et al. (1996) define KDD as “the nontrivial 
process of identifying valid, novel, potentially 
useful and ultimately understandable patterns in 
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data.” It consists of the following main steps: 1. 
Data preparation, 2. Data preprocessing, 3. DM, 
4. Evaluation and interpretation, 5. Implementa-
tion. According to them, the KDD is the process 
of discovering patterns in large amount of data 
while DM is an important step in that process, 
which consists of applying data analysis and 
discovery algorithms. During the KDD process 
one can start at any stage depending on the qual-
ity of data mined and aim of the mining process. 
To illustrate, we may only want to describe data 
collected from available databases. In this case, 
we can skip the DM. In addition, there can be 
some visits to other stages as well. However, in 
any case, implementation, that is, the use of DM 
findings in decision making, is the final stage.

Historically DM has evolved from various 
disciplines. As a result it includes techniques 
from the areas such as databases (e.g. relational 
databases, data warehousing, On-Line Analytical 
Processing (OLAP)), information retrieval (IR) 
(i.e. similarity measures, clustering), statistics (e.g. 
Bayes’ theorem, regression, maximum likelihood 
estimation, resampling) and artificial intelligence 
(AI) (e.g. ANNs, machine learning, genetic algo-
rithms, decision trees (DTs)).

DM tasks can be divided into two main cat-
egories: descriptive and predictive. These tasks 
can be accomplished by using various methods 
based on DM functions (Han & Kamber, 2006). 
These functions are used to specify the types of 
patterns to be mined including description, cluster-
ing, association, classification, prediction, trend 
analysis, similarity analysis and pattern detection. 
The choice of DM functions and methods utilized 
while executing these tasks, basically, depend on 
the type of data mined.

Modern surveillance technologies used in 
EWSs provide data in various forms including 
digital records of economic transactions (such 
as credit card purchases used in fraud detection), 
product or process characteristics (used in process 
monitoring and control), Internet traffic (used in 
crime detection), video footages (used in security 

systems), satellite images (used in environmental 
risk detection) and radar images (used in security 
and defense systems). Earliest data storages were 
flat files, relational and transactional databases. 
Afterwards, data warehouses and data marts have 
been created to facilitate DM operations. All of 
these data repositories store data systematically 
which leads to structured type of data. With the 
advances in information and electronics technolo-
gies and their wide uses with the availability of 
Internet, however, more complicated data types 
are needed to be mined. These include images, 
multimedia and hypertext data. These advanced 
data types may require both the use of methods 
developed for the structured data as well as the 
development of more elaborate DM algorithms 
particularly suitable both for semi-structured and 
unstructured (advanced) data.

In the following, we first introduce the steps of 
KDD process along with the methods mostly used 
for structured type of data. Here, we attempt to 
classify DM techniques with respect to the ‘kinds 
of knowledge mined’ (DM functionalities) such 
as association, classification, clustering and so 
on (Dunham, 2003). Note that this classification 
is neither mutually exclusive nor exhaustive in 
terms of the techniques covered. In other words, 
some techniques may be used in different stages 
since they serve multiple purposes. Besides, new 
techniques have still been emerging in some areas 
such as web mining and text mining (Taniar, 2007). 
Secondly, DM techniques employed particularly 
for advanced data types such as spatial, temporal, 
sequence, text and hypermedia data are presented. 
Finally, a comprehensive list of references is pro-
vided which covers most relevant studies since 
the year of 2000.

Data Preparation

Before any DM application, necessary data for the 
analysis is determined first. These data may, then, 
be collected from already available data reposito-
ries such as files, databases, data warehouses or 
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data marts (Pyle, 1999). If the data set built this 
way becomes very large, a reduced representative 
form of it can be obtained by a sampling procedure. 
In certain situations, however, all data may not be 
readily available for mining. In such cases, data 
farming process can help defining characteristics 
which are the most suitable for DM (Kusiak, 
2006). Then, one may either gather necessary data 
through observation or simulation of the system.

Once the data are selected, the next step is to 
put them into a standard representation, like a 
table format, where instances and variables take 
place in rows and columns, respectively (Giudici, 
2003). After the data preprocessing described in the 
following section is applied, data can be described 
by providing summary information through fre-
quency distributions, cross tabulations, graphics 
and the others, as presented in the ‘descriptive 
data mining’ section below.

Data Preprocessing

Real-world data delt with in DM applications 
is generally dirty, incomplete and inconsistent. 
Redundancies may also occur due to integrating 
data from various sources. The main purpose of 
data preprocessing step is to handle these kinds 
of problematic data to improve the data quality. 
In addition, transforming and reducing data can 
help to improve the accuracy and the efficiency 
of DM task(s) to be performed. Basic data pre-
processing methods can be organized into the 
following categories (Pyle, 1999; Giudici, 2003; 
Witten, 2005):

1.  Data cleaning: This step basically involves 
techniques for filling in missing values (e.g. 
using most probable data value, attribute 
mean, a global mean etc.), smoothing out 
noise (e.g. binning, clustering, regression 
etc.), handling outliers (e.g. robust regres-
sion), detecting and removing redundant data 
(e.g. correlation analysis). In DM applica-
tions, missing values are typically deleted, or 

replaced with a representative value such as 
the mean or zero or with a distinctive value. 
Outliers in data sets are generally removed. 
Besides, incomplete data are either filtered 
out by using OLAP techniques or low fil-
ters, or deleted completely. Inconsistencies 
in data, on the other hand, are also treated 
by filters or by removing them from further 
analysis. Moreover, misspelled data and 
noise or unwanted values are eliminated 
from data sets too.

2.  Data transformation: In this step, data is 
transformed into appropriate forms for 
mining. For example, ANNs and various 
clustering methods perform better if the data 
is scaled to a specified range, i.e. normalized. 
There are several forms of normalization 
like min-max, z-score and decimal scaling. 
Smoothing, aggregation and generalization 
are other kinds of transformation operations 
that contribute to the success of DM. Here, 
smoothing techniques such as binning, 
clustering, and regression removes noise 
from data. Therefore, smoothing can also 
be considered as a form of data cleaning. 
On the other hand, aggregation involves 
summing up data to obtain a summary of 
it. Generalization, on the contrary replaces 
low-level data with high-level ones by us-
ing concept hierarchies. To illustrate, the 
categorical attribute ‘department’ can be 
generalized to another one like ‘faculty’, 
and then, ‘university’ by generalization. 
It is also common to apply mathematical 
transformations such as logarithm on data. 
Other DM applications may transform cat-
egorical data to numerical, center data (i.e. 
subtracting data from the mean) or adjust 
abnormal data in such as a way that it lays 
within two standard deviation of the mean.

3.  Data reduction: In this step, the size of data 
is reduced, where necessary, for improving 
the efficiency of the methods. Both general-
ization and aggregation methods mentioned 
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above can be considered as forms of data 
reduction. For example, the aggregation can 
be used for constructing the data cube to 
store the multidimensional summary of data 
for the purpose of data reduction. Another 
well-known data reduction technique is the 
dimension reduction, also called feature 
selection, which is used to eliminate unneces-
sary attributes before the application of any 
mining tasks. Since it is a widely used form 
of data reduction, there is a long list of tech-
niques employed for this purpose literature. 
These include various searching methods 
(i.e. best-first search, beam search etc.), re-
gression techniques (i.e. forward, backward 
or stepwise), analysis of variance (ANOVA), 
DT induction, correlation analysis (CA), 
ANNs, support vector machines (SVMs), 
rule induction by rough set theory (RST), 
partial least squares (PLS), subjective evalu-
ation (SE), genetic algorithm (GA) (Larose, 
2006), principal component analysis (PCA) 
instance-based or Naïve Bayes learning, 
wrapper and filter methods for classification 
task or some other specialized techniques 
(Koksal et al., 2008). Yet another data re-
duction method is the data compression in 
which transformations are applied on data 
to obtain a reduced representation of it. The 
most popular methods are principal compo-
nents analysis (PCA) (Apley, 2003), Taguchi 
method (TM), wavelet transforms and SE. 
Data compression techniques can also be 
applied on the responses in case of having 
multiple responses. The use of a desirability 
function in multiresponse optimization is 
one such example. In addition, numerosity 
reduction techniques, on the other hand, are 
applied to reduce the data volume, and can 
be categorized into two different groups: 
parametric and nonparametric. In parametric 
methods, statistical models such as multiple 
linear regression (MLR) and log-linear mod-

els are developed to estimate data, and then, 
the estimated parameters are stored instead 
of the whole data set. In nonparametric 
methods, reduced representations of data 
like histograms, clusters and samples are 
stored instead.

4.  Discretization: This technique can be used 
to reduce the number of levels of an attribute 
by utilizing the concept hierarchies. In this 
approach, data is reduced by collecting and 
replacing low-level concepts with high-level 
concepts. It produces good results when used 
particularly before the application of DT-
based methods. This technique is specifically 
useful for mining large data sets having ad-
vanced data types as presented further in this 
chapter. In general, discretization techniques 
differ from each other depending on whether 
they are applied on continuous or categori-
cal type of data.. For example, binning, 
histogram, cluster analysis, entropy-based 
discretization, segmentation by natural par-
titioning, 1R learning schema and dynamic 
programming are methods used for discretiz-
ing numerical data. For categorical data, on 
the other hand, concept hierarchies can be 
generated based on the number of distinct 
values of the attributes used for defining the 
hierarchy. In DM applications, discretization 
is extensively applied using various methods 
including SE, DT, discriminant analysis 
(DA), composite classifier based on domain 
expertise or object decomposition.

Descriptive Data Mining

This step involves identification of patterns and 
relationships that may exist in data by exploring 
its characteristics. Basic descriptive (exploratory) 
techniques used are summarization, clustering, as-
sociation rule generation and sequence discovery 
(Dasu & Johnson, 2003; Giudici, 2003; Tan et al., 
2006; Larose, 2005).
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1.  Summarization is the presentation of general 
properties of the data set studied. It is similar 
to data generalization whose basic approach-
es are OLAP and attribute-oriented induction 
(e.g. attribute removal and generalization). 
Besides, there are various statistical methods 
for summarizing data (Giudici, 2003). These 
techniques are basically selected depending 
on the number of variables involved in the 
analysis. Descriptive statistics (e.g. mean, 
median, variance, standard deviation, mode), 
frequency distribution, measures describ-
ing the distribution shape (e.g. coefficient 
of skewness, kurtosis) and measures of 
concentration as well as graphical displays 
(e.g. histogram, box plot, quantile plot) can 
effectively be used to describe the univariate 
data. For bivariate data, however, additional 
tools such as correlation coefficient and scat-
ter plot are necessary to identify the relation-
ship between two variables. For describing 
multivariate data, besides dependency and 
association measures, multidimensional 
graphs like a scatter plot matrix, parallel 
plots are needed (Martinez & Martinez, 
2002). In addition, dimension reduction 
techniques (e.g. PCA) and transformations 
(e.g. wavelet, projection pursuit) can also 
be useful for handling multivariate data.

2.  Clustering is the process of grouping data 
into classes of similar objects. The similarity 
among objects is usually measured by a dis-
tance measure like Euclidean and Manhattan 
distance. Cluster analysis can be used alone 
for data description (exploration) or for 
preprocessing before the implementation 
of other DM tasks such as association, clas-
sification and prediction. Major clustering 
methods can be classified into the following 
categories (Mirkin, 2005; Han & Kamber, 
2006):
a.  Partitioning methods mainly use two 

algorithms: k-means and k-medoids. 
The k-means algorithm tries to parti-

tion n objects into k clusters each of 
which is represented by the mean value 
of the objects in the cluster. The vari-
ants of k-means, called k-modes and 
k-prototypes, can handle categorical 
and mixed type of data, respectively. 
The k-medoids method, on the other 
hand, takes the most centrally located 
object as the representative of the 
cluster. So that it is more robust than 
k-means algorithm. For example, 
PAM (Partitioning Around Medoids) 
is a well-known k-medoids algorithm. 
Another common partitional technique 
is the Fuzzy c-Means (FCM) that uses 
fuzzy logic. Above two algorithms, 
namely, k-means and k-medoids, work 
very efficiently for clusters spherical 
in shape and for small to medium 
size data sets. For handling large 
data sets as well as clusters irregular 
in shape, however, sampling-based 
methods such as, CLARA (Clustering 
LARge Applications), CLARANS 
(Clustering Large Applications based 
upon RANdomized Search) and 
BIRCH (Balanced Iterative Reducing 
and Clustering using Hierarchies) are 
more effective. These are referred to in 
the ‘mining advance data types’ section.

b.  Hierarchical methods group the data 
into a tree of clusters by either us-
ing bottom-up (agglomerative) or 
top-down (divisive) approach. The 
agglomerative methods treat each 
object in the data set as a group, and 
then, merge them successively into the 
top level or a termination condition is 
met. In contrast, the divisive methods 
work in the reverse order. AGNES 
(AGlomerative NESting) and DIANA 
(Divisive ANAlysis) are two examples 
for these types of clustering methods.
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c.  Other methods do also exist in addition 
to the major clustering methods listed 
above. These include density-based 
methods that distinguish clusters as 
dense regions in data space surrounded 
by low-dens regions (e.g. DBSCAN, 
DENCLUE); grid-based methods 
that perform clustering on the data 
space partitioned into a finite number 
of cells (e.g. STING, WaveCluster); 
model-based methods that try to op-
timize the fit between the data and a 
mathematical model. Most of these 
methods have been evaluated, espe-
cially, in mining advanced data types 
as will be mentioned further in this 
chapter. Model-based methods gener-
ally follow two approaches: Statistical 
(e.g. COBWEB) and ANN (e.g. self 
organizing maps (SOMs)). Yet, there 
are integrated methods that attempts to 
merge different clustering approaches 
(e.g. CLIQUE adopts both grid- and 
density-based techniques; CURE and 
DBSCAN has both hierarchical and 
partitioning components). Further 
methods executed in DM applications 
for clustering include PCA, GA, maxi-
mal tree method (MTM), association 
rules, ANOVA and rule induction.

3.  Association function tries to identify groups 
of items that are happening together. In other 
words, it attempts to show the relation-
ships between data items. Usually, these 
relationships do not indicate any causality 
or correlation. Association algorithms as-
sume that database consists of a set of tuples 
(transactions or records) which contains a 
set of items. Most algorithms accomplish the 
association task in two main steps: finding the 
frequent (large) item sets, and then generat-
ing ‘interesting rules’ of the form X→Y from 
them. The ‘statistical interestingness’ of rules 
are usually determined by the measures sup-

port, confidence and lift (Hand et al., 2001). 
While ‘support’ measures the frequency 
of occurrence, ‘confidence’ measures the 
strength of the rule generated. The lift, on 
the other hand, relates the confidence of a 
rule to the support for its consequence, that 
is Y. Lift values greater than, less than and 
equal to one show a positive, negative and 
no relationship at all, respectively. The most 
commonly used association algorithm is the 
Apriori (Giudici, 2003). Some modifications 
on the Apriori algorithm are also proposed 
to make it more efficient (Han & Kamber, 
2006). Two such examples are partitioning 
the data set and then mining each separately 
or sampling the data set first and then min-
ing on a subset. Association rules can be 
classified into several categories based on 
different criteria (Dunham, 2003). Advanced 
rules such as generalized, quantitative, and 
minimum item support (MIS) association 
rules can generate more complex rules. 
Generalized and multi-level association 
rules allow rule generation at different lev-
els by using a concept hierarchy technique. 
Quantitative association rules can handle 
both categorical and quantitative data. MIS 
Apriori algorithm allows a different support 
threshold for each item. Correlation rules, 
on the other hand, attempt to identify items 
that are statistically correlated.

Predictive Modeling

1.  Classification is the well-known DM func-
tion accomplished in two basic steps: con-
structing a model that describes important 
classes in a given labeled data set (training 
sample) by using the methods like DTs, 
ANNs, and so on, and then, categorizing a 
new data set (testing sample), whose classes 
are not known, depending on the model built. 
Examples of classification applications are 
pattern recognition, medical diagnosis, faults 
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in industry applications like that. Major clas-
sification algorithms can be listed as follows 
(Dunham, 2003):
a.  S-based algorithms use statistical 

techniques such as MLR and Bayesian 
Classifier (BC). Generalized linear 
models (GLM) are special type of 
regression models that are particu-
larly useful for modeling categorical 
response variable such as logistic and 
Poisson regression (Larose, 2006). 
MLR, as GLM does, enable to model 
the relationship between the dependent 
variable (response) and predictors. The 
difference between them is that MLR 
assumes continuous dependent vari-
able while GLM works with categorical 
dependent variable. The BC is based 
on the well-known Bayes’ theorem. 
A simple form of it is called Naïve 
Bayesian Classifier (NBC), which 
assumes that the effect of an attribute 
value on a given class is independent 
of the values of the other attributes 
(Larose, 2006). While NBC simplifies 
the computations by assuming class 
conditional independence, Bayesian 
Belief Networks (BBN), uses graphical 
models, allow representing dependen-
cies among attribute subsets.

b.  Decision Tree-based (DT-based) algo-
rithms, first, construct a tree to model 
the training data. Then, the tree is ap-
plied to the testing data for classifica-
tion. These algorithms automatically 
generate rules by using if-then type 
structures. The most familiar DT in-
duction algorithm is ID3. It is based on 
the information gain, called entropy, to 
measure the amount of uncertainty or 
randomness in the data set. Another DT 
algorithm, C4.5 which improves ID3 by 
dealing with missing data, continuous 
type data, pruning and rule generation. 

The algorithm C5.0 is a commercial 
version of C4.5. Clementine, the DM 
component of SPSS, uses C5.0 algo-
rithm for classification modeling. C5.0 
algorithm is similar to C4.5 in DT in-
duction but differs in generating rules. 
CHAID (CHi-Squared Automatic 
Interaction Detection) is one of the 
earliest DT algorithms. It only works on 
categorical values, and uses chi-square 
test to determine splitting and pruning. 
The algorithm CART (Classification 
and Regression Tree) creates a binary 
DT. It uses entropy as ID3 algorithm 
does. Others include statistical batch-
based and instance-based (ID5R) DT 
learning. These algorithms perform 
considerably well for small to medium 
databases. There are other algorithms, 
however, suitable for large databases 
such as SLIQ and SPRINT (Scalable 
PaRallelizable Induction of DTs). A 
disadvantage of DT-based algorithms 
is overfitting that may occur due to 
modeling noise in training data. To 
overcome this problem, and thus, im-
prove the classification accuracy ‘tree 
pruning’ is employed. This technique 
enables to identify the branches of tree 
that represent noise in data and remove 
them. These methods have also been 
employed especially for advanced DM 
such as spatial and temporal mining.

c.  Artificial Neural Network-based (ANN-
based) systems are very successful 
particularly for modeling nonlinear 
relationships (Fu, 1994). They consist 
of a set of connected input-output units 
each of which has a weight. These 
weights are updated during the learn-
ing phase. Learning an ANN involves 
numerical optimization of usually 
nonlinear functions. The choice of op-
timization method depends on the na-
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ture of problem. Levenberg-Marquart 
(LM), quasi-Newton and conjugate-
gradient (CG) algorithms are local 
optimization methods while simulated 
annealing (SA) and GA are the global 
ones. Perceptron is the simplest form 
of an ANN, and used for classifying 
data into two classes. A multi-layer 
perceptron (MLP) combines percep-
trons into a network structure. The 
most popular learning algorithm used 
in ANNs is the backpropagation (BP), 
which performs learning on a MLP 
feed-forward ANN by gradient descent 
(GD) optimization technique. Another 
widely used form of ANNs is the radial 
basis function (RBF). In fact, RBFs 
are three-layer feedforward NNs that 
generate output as a linear combina-
tion of the basis functions computed 
by the hidden units. They employed 
supervised learning and can be used 
both for classification and predic-
tion functions. A competitive ANN 
(CompetNN), on the other hand, learns 
to group input patterns into clusters, 
and adopt winner-take-all approach. 
SOM and learning vector quantization 
(LVQ) are examples for unsupervised 
competitive ANNs while ARTMAP 
and Fuzzy ARTMAP are examples 
for supervised competitive ANNs. 
Probabilistic NN (PNN) and Bayesian 
NN (BNN) are two other types of 
ANNs. Although BP is a widely used 
ANNs’ learning algorithm, it requires a 
long computing time. PNN developed 
to solve this problem; it involves one 
pass, hence, result in quick learning. 
BNN, on the other hand, uses a paral-
lel distributed approach for upgrading 
belief values in causal network struc-
ture according to the Bayes’ theorem. 
It uses both forward and backward 

propagation. Generally, ANNs do not 
generate if-then type rules. This aspect 
is one of their disadvantages over the 
DT. To overcome this problem, some 
algorithms have been developed, for 
example, rectangular basis function 
network (RecBFN).

d.  Other classification algorithms include 
k-nearest-neighbors (KNN), GA, 
rough set theory (RST), fuzzy set theory 
(FST), SVM, entropy network (EN) 
and association rules-based methods. 
KNN is a distance-based algorithm 
that uses similarity or distance mea-
sures to perform classification. It is 
an instance-based (also called lazy 
learners) type classifier, which is also 
used for prediction. GA (Zhai et al., 
2002) learns by genetic evaluation. 
RST and FST are good at finding out 
relationships that may exist within 
noisy data. Note that RST can only 
be applied to discrete type variables. 
SVM algorithms are mixture of linear 
modeling and instance-based learning. 
They determine a few critical bound-
ary instances, called support vectors, 
from each class and construct a linear 
discriminant function that separates 
the classes as widely as possible. Yet, 
there are others like PRISM, attribute 
decomposition approach (ADA), modi-
fied breath-first search of an interest 
graph (MIG), genetic programming 
(GP) and breadth-oblivious-wrapper 
(BOW) which is a hill-climbing search 
procedure (Koksal et al., 2008).

e.  Combining techniques: The classifier 
accuracy can be improved by combin-
ing results with the use of a weighted 
linear combination of different clas-
sification techniques. This approach is 
called combination of multiple classi-
fiers (CMC) (Witten, 2005; Fu, 1994; 
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Sharkey, 1996). Boosting and bagging 
(bootstrap aggregation-BANN) are 
two examples for this type. While the 
models take equal weights in bagging 
(i.e. the final output is the average of 
individual models’ output), successful 
models take more weights in boosting. 
As a result CMC decreases the expected 
error by reducing the overall variance. 
Another approach may be a combina-
tion of alternative techniques in such 
a way to obtain a completely new 
classification method, called stacked 
generalization (stacking). It applies the 
concept of metalearner to determine 
how best to combine the outputs of 
alternative classification techniques. 
Boosting and stacked generalization 
(NN and DT) methods are also used 
for the purpose of classification.

f.  Mixed techniques have also been at-
tempted for improving the performance 
of classification function (Koksal et 
al., 2008). For example, FST is used in 
combination with RBF NN; RST and 
linear programming (LP) are mixed 
up. DT and ANN are used in a hybrid 
manner; Taguchi method (TM) is ap-
plied to select parameters of an ANN; 
a Fuzzy Decision Support System 
(FDSS) is developed based on GA 
learning; FST is used in combination 
with RST; SVM and DT algorithms 
are integrated for the purpose of clas-
sification. One special method obtained 
as a result of mixing methods is the 
neuro-fuzzy system (NFS), which is 
based on a fuzzy system trained by an 
ANN learning algorithm. It combines 
the inexact reasoning ability of fuzzy 
set theory and the self-adaptation and 
-organization ability of ANN to ob-
tain a more powerful computational 
structure. The NFS is also called as 

fuzzy neural network (FNN). Modern 
NFSs are usually represented as special 
multilayer feedforward ANNs such 
as adaptive neural fuzzy inference 
systems (ANFIS). It is a three-layer 
feedforward ANN in which the first 
layer represents input variables, the 
middle (hidden) layer represents fuzzy 
rules and the third layer represents out-
put variables. Fuzzy sets are encoded 
as (fuzzy) connection weights. Note 
here that a NFS can be interpreted as 
a system of fuzzy rules as well.

2.  Prediction and classification functions try 
to predict future values of continuous and 
categorical type of data, respectively. Below, 
the DM methods used for prediction function 
are summarized.
a.  S-based techniques include some well-

known statistical methods for predic-
tion task such as MLR (Larose, 2006) 
and GLM as stated above. Nonlinear 
regression (NLR) is an alternative to 
MLR when the assumed model is not 
linear in its parameters. Time series 
analysis (TSA), on the other hand, 
helps to model data obtained through 
time by considering time dependen-
cies. Robust regression (RR) methods 
provide flexibility when white noise 
assumption regarding error term in 
MLR is not satisfied. Response surface 
methodology (RSM) is a process that 
leads to optimization of the dependent 
variable. It starts with MLR modeling 
in current operating conditions by us-
ing statistically designed experiments, 
and, then continues with the steepest 
ascent (descent) to reach the optimum 
response. Mathematical analysis of 
neighborhood of the optimum point 
is the final. Above methods tries to 
develop well-defined mathematical 
relations between the variables besides 
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determining the most significant fac-
tors. The aim of ANOVA, however, is 
only to determine the important factors 
and their interactions affecting the re-
sponse variation most. Nonparametric 
approaches provide us methods that 
are free of parametric assumptions. 
Classical regression methods seek 
point estimates of the model pa-
rameters. By contrast, in Bayesian 
regression (BR), the uncertainty is 
categorized in the parameter vector 
through a probability distribution. 
Then the posterior distribution of the 
parameters vector is expressed by the 
use of Bayes’ theorem. Computational 
disadvantage of BR is coped with the 
availability of fast computers.

b.  DT-based: CART is a DT algorithm 
used also for prediction.

c.  ANN-based: MLP with BP (GD) learn-
ing is widely preferred ANN method 
in DM studies for the purpose of pre-
diction. Other extensively used MLP 
based methods include MLP with LM 
and MLP with CG. Besides, MLP with 
BP (SA) learning is used when global 
optimization is needed. Recurrent NN 
Feedforward BP, RBF and BNN are 
other ANN-based methods utilized 
for the purpose of predictive model-
ing. Modular ANN (MANN) contains 
several expert networks and a gating 
network which determines the expert 
to be called for each training sample. 
Here, expert networks are ANNs that 
can perform as good as human experts 
can do. Each expert and gating net-
works are feedforward networks like 
a perceptron or a RBF network, and 
all networks have the same number 
of inputs and outputs. In this structure, 
the overall output error is propagated 
backward to expert and gating net-

works, and are adjusted accordingly. 
Computational NN (ComputNN) can 
learn by examples and can map very 
complex nonlinear functions without 
stating any functional relationship. 
A Polynomial Network (PN) builds 
nonlinear models efficiently by using a 
similar approach that ANNs generally 
use. Each input parameter is placed 
into a polynomial, and different com-
binations of polynomials attempt to 
minimize the error between the derived 
and expected output. Since PN does 
not use BP, it runs more quickly than 
any ANN. General Regression NN 
(GRNN) tries to approximate math-
ematical functions. PN and GRNN 
have similar architectures that depend 
on radial basis networks. However, PN 
perform classification whereas GRNN 
perform regression for prediction. 
Fuzzy ARTMAP NN is an NFS also 
used for prediction.

d.  Others: Case-based reasoning (CBR), 
fuzzy adaptive network (FAN), ANFIS, 
TM, info-fuzzy network (IFN), GP 
and abductive network (AN) are other 
methods used for prediction (Koksal 
et al., 2008). Here, CBR solves new 
problems by adapting previously suc-
cessful solutions to similar problems. 
An AN consists of a set of intercon-
nected nodes whose computations 
can differ from one another and can 
be very complex. Abductive modeling 
searches for the node types and the 
architecture of their interconnections 
which minimize the predictive error. 
FAN, in other words, neural fuzzy ap-
proach, combines the ability of fuzzy 
sets for modeling vaguely defined 
systems, and the learning ability of an 
ANN. Finite element method (FEM) is 
used for finding approximate solutions 
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of partial differential equations and 
integral equations. Fuzzy regression 
(FR) is relatively new method used 
for prediction. Bagging (bootstrap 
aggregated (BANN)) is a combining 
technique as described above, used 
also for prediction. In some studies, 
above listed techniques are used in 
combination for the same purpose. As 
an example, both FST and ANN are 
used in combination; TM is used for 
selecting ANN parameters.

Evaluation and Interpretation

The KDD process outlined above tries to uncover 
previously unknown structures that may reside in 
data. It basically includes data organization and 
descriptive and/or predictive modeling stages. 
Depending on needs of data sets and also depend-
ing on research objectives, one can start at any 
stage and continue with the others as long as there 
are research questions left to be answered. Thus, 
KDD is an iterative process in nature. Besides, 
there is not an only one way of mining data sets. 
One may try several methods for describing or 
modeling data. Therefore, assessing the utility 
and reliability, and then, interpretation of the 
information discovered in the (descriptive and/or 
predictive) modeling should be a complementary 
stage in a KDD process (Giudici, 2003). Evaluation 
of the DM methods to reach a final decision, that 
is selecting the best model, requires comparison 
of results obtained from various DM methods. 
Several criteria are used for this purpose includ-
ing measures for assessing their performance and 
accuracy as well as assessing time and resource 
requirements. To obtain reliable results, knowl-
edge extracted should be evaluated and interpreted 
correctly (Dunham, 2003). The output provided 
by today’s DM software however is so complex 
that a human expert interpretation is a must. In 
any case, visual techniques can provide better 

understanding of the results obtained. These 
include two- or three-dimensional graphs such 
as bar charts, pie charts, line graphs, box plots, 
scatter plots etc.

The DM process stages 1-4 described above 
provides tools for better understanding the rela-
tions (i.e. learning) in data. The next step involves 
implementation of the results obtained from the 
KDD process into the decision making process 
(Giudici, 2003). Kusiak (2006) proposes a frame-
work for more structured and transparent decision 
making based on the knowledge provided by dif-
ferent DM algorithms. This framework uses deci-
sion making constructs called as decision tables, 
decision maps, atlases and library. The matrix 
consist of rules versus attributes (generated by 
DM algorithms) is put into more structured form 
which is then used to be the building block of a 
decision table. The decision table here is defined 
as “a collection of knowledge needed to make 
decisions in a particular area.” Several decision 
tables are combined to form a decision maps, and 
then, in an atlas.

Implementation

The KDD process described above provides tools 
for better understanding of the relations in data. 
The final KDD step involves implementation of 
the results obtained into the domain area (Giudici, 
2003). Note here that implementation is the stage 
that distinguishes DM from any kind of data 
analysis. However, typical output of a DM analysis 
cannot be readily understood by its users. Kusiak 
(2006) proposes a framework for more structured 
and transparent decision making based on deci-
sion making constructs called decision tables, 
decision maps, atlases, and library. Moreover, in 
EWSs, time is a key factor necessitating correct 
interpretation and dissemination of the DM results 
in shorter times. Hence, special implementation 
approaches need to be developed for EWSs.
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MINING ADVANCED DATA TYPEs

Algorithms listed in the previous sections are suit-
able for mining structured data, which are stored 
in flat files, relational databases, transactional 
databases, data warehouses or data marts. In fact, 
real life applications involve data which requires 
more complex data formats such as objects, hyper-
texts, images, multimedia and so on, to be used. 
These data are usually stored in repositories such 
as object-oriented databases, object-relational 
databases and application-oriented databases 
(e.g. spatial databases, temporal databases) (Wu 
& Li, 2003).

Mining these type of advanced data needs new 
DM functionalities to be introduced in addition to 
the ones (e.g. association, clustering, classification 
and prediction) defined for structured data types. 
These include sequence discovery, trend analysis, 
and similarity analysis. These functionalities are 
implemented either by modifying the existing 
algorithms or developing totally new algorithms. 
In this section, we present DM functions and their 
corresponding methods that are particularly suit-
able for advanced data types.

Mining spatial Data

Spatial data contain information regarding objects 
that occupy in space (Dunham, 2003). As a result, 
spatial data contains location information (e.g. 
address, latitude/longitude, coordinates in the 
Cartesian system) of objects in addition to their 
nonspatial features. Database in which spatial data 
such as maps, images, satellite data, are stored 
is called as spatial database. Spatial DM aims at 
finding out useful spatial patterns hidden in spa-
tial data(bases). Spatial DM have been applied in 
various areas including geographic information 
systems (GIS), geology, environment, agriculture, 
climate science, medicine, robotics (Dunham, 
2003). Geoinformatic surveillance for spatial 
and temporal hotspot detection based on raster 
maps is an evolving research area in developing 

EWSs for various social and environmental risks 
(Patil, 2005).

Spatial data is more complicated compared to 
nonspatial data. Besides, spatial databases contains 
gross amount of both spatial and nonspatial data. 
These special characteristics cause difficulties 
in accessing and managing spatial data that are 
stored in spatial databases. In order to overcome 
these difficulties, spatial DM utilizes database 
technologies such as querying, reporting and 
OLAP operations as well as DM techniques (Han 
& Kamber, 2006). Among the spatial queries there 
are basic ones such as region query, range query, 
nearest neighbor query, distance scan query as 
well as spatial selection, aggregation and join 
(e.g. map overlay). In addition to these informa-
tion processing techniques, OLAP operations 
such as drill down or roll up, can be used for 
analytical processing of data. Thus, descriptive 
DM on spatial data can effectively be applied 
by constructing spatial data cubes and by using 
spatial OLAP techniques.

There are also other approaches that are used to 
improve the efficiencies of spatial DM algorithms. 
These include generalization and specialization of 
spatial or nonspatial data depending on concept 
(i.e. spatial) hierarchies (Dunham, 2003). These 
approaches help to establish relationships at any 
level of the hierarchy. Progressive refinement 
is one such approach that leads more accurate 
results from approximate ones by filtering out 
data. Nearest neighbor distance, on the other 
hand, enables to determine objects which are 
close each other. STING is a kind of hierarchical 
clustering technique that partition the area studied 
into rectangular grids. Then, statistical informa-
tion (e.g. descriptive statistics) is stored into each 
grid. All these techniques can also be applied as 
preprocessing of spatial data before accomplishing 
any DM task by using DM functions.

Due to peculiarities of spatial data, develop-
ment of efficient spatial DM algorithms neces-
sitates the invention of special data representa-
tions and data structures. A common approach 
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is to represent a spatial object by the minimum 
bounding rectangle (MBR), which is the minimum 
rectangle embodying the object (Dunham, 2003). 
Instead of only one rectangle, several smaller 
nonoverlapping MBRs with the same or different 
sizes, which enclose the whole object, can also 
be used for representing spatial data.

There are several data structures used to store 
spatial data. The well-know ones are R-tree, quad 
tree and k-D tree (Dunham, 2003). R-tree is used 
to store data objects represented by MBRs. In this 
approach MBRs can overlap which may lead to 
a nested representation of spatial objects. The 
root node of the R-tree stores the top object that 
contains all the others. The layers, on the other 
hand, store ones that are contained at the same 
level of decomposition of the top object. Quad 
tree is another data structure that decomposes 
the space in which a spatial object occupies into 
quadrants hierarchically. The number of quad-
rants is determined according to the precision 
level needed. However, the quadrants should be 
nonoverlapping and regular in shape. Yet, another 
form of data structure is the k-D tree. It is a form 
of binary search tree that can store not only spatial 
but also any multidimensional data. It stores the 
top object representing the whole place/space to 
the root node as R-tree does. Then, the top object 
is continually partitioned along different dimen-
sions until each division contains only one object.

spatial Data Functionalities

In the following, we present algorithms used for 
implementing different DM functions applied on 
spatial data.

a.  Spatial Association: generate rules where 
some objects implies the other(s) (Dunham, 
2003). In order to qualify an association rule 
be a spatial association rule, it must contain 
some spatial attributes (predicates) in either 
antecedent or consequent part. Special predi-
cates include distance information (e.g. near, 

close to, far away), topological relations (e.g. 
intersect, overlap), spatial orientations (e.g. 
right of, east of) (Han & Kamber, 2006). 
As an example, dormitories locating in the 
campus are expensive. Basic methods for 
implementing spatial association analysis 
utilize traditional approaches like Apriori. 
Because spatial databases contain huge 
number of objects, association rules consid-
erable in number can be generated for spatial 
relationships among these objects. In order 
to make these algorithms work efficiently, 
the progressive refinement approach (Han & 
Kamber, 2006) or generalizations (Dunham, 
2003) mentioned above are used.

b.  Spatial Clustering: is expected to have the 
following basic features: must be able to 
handle very large multidimensional data and 
clusters having irregular shapes as well as 
must not be influenced by the existence of 
outliers. In addition to the clustering algo-
rithms which are also suitable for spatial data 
presented for structured data types (Han & 
Kamber, 2006), there are ones particularly 
developed for spatial data (Ladner et al., 
2002). These new ones include CLARANS 
extensions, SD(CLARANS), DBCLASD, 
BANG and WaveCluster (Dunham, 2003). 
Both extensions of CLARANS use the ap-
proaches of reducing the size of the data. 
SD(CLARANS) first uses the clustering 
algorithm CLARANS to cluster objects 
depending on their spatial attributes, and 
then, tries to describe the objects in the 
cluster using nonspatial attributes. BANG 
is a density-based algorithm which uses a 
k-D tree like structure to identify clusters. 
WaveCluster treats the data as signals. Then 
a transformation such as wavelet can be used 
to determine clusters. Shekhar and Vatsavai 
(2003) provide application of clustering 
algorithms such as k-medoid for geospatial 
data.
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c.  Spatial Classification: tries to classify ob-
jects depending on their spatial or nonspatial 
attributes or both (Dunham, 2003). In order 
to improve the efficiencies of the algorithms 
sampling, generalization or progressive 
refinement techniques are utilized. Spatial 
DT approach describes the classes based 
on the most relevant spatial and nonspatial 
attributes of the nearby objects. Then, a 
DT is constructed by using these attributes. 
Particularly, an ID3 extension algorithm 
constructs a neighborhood graph to classify 
objects.

d.  Spatial Trend Analysis: attempts to detect 
“regular changes in one or more nonspatial 
attribute values for spatial objects as you 
move away from another spatial object” 
(Dunham, 2003). It studies the trend in 
nonspatial or spatial data changing with 
space (Han & Kamber, 2006). Regression 
and correlation analysis are usually used to 
apply spatial trend analysis.

Mining Temporal Data

The sequence data involves attributes related to 
ordered activities (Han & Kamber, 2006). Tem-
poral (time-varying) data is a kind of sequence 
data consisting of values of attributes that change 
with time (Dunham, 2003). The main difference 
between spatial data and time-varying data is 
that spatial attributes are static while time is dy-
namic. Besides, time can be represented in one 
dimension while space is represented in at least 
two dimensions. Temporal databases can be cat-
egorized according to the representation type of 
time: snapshot, transactional time, valid time or 
bitemporal (uses both valid time and transactional 
time representation) databases. Some examples 
related to temporal data are images and sensor 
data collected by satellites, monitoring of prod-
ucts produced in a dynamic production process, 
heartbeats recorded continuously for a patient 
after surgery or treatment.

Several techniques have been used to model 
temporal data (Dunham, 2003). The most com-
mon ones include finite state recognizer (FSR), 
Markov models (MMs), hidden Markov models 
(HMMs), recurrent neural networks (RNNs). 
Here, both FSR and MM are directed graphs. 
HMM is similar to MMs in that HMM satisfies the 
Markov property but HMM may not correspond 
to observable states. RNNs, on the other hand, 
are used both for recognition and prediction of 
temporal data. However, it is rather difficult to 
train and use compared to the feedforward NNs.

As with spatial DM, temporal DM utilizes 
elaborate DM techniques such as trend analysis, 
similarity analysis, pattern detection, periodicity 
analysis, prediction in addition to well-known 
database features like querying. Temporal que-
ries include intersection, inclusion, containment 
(Dunham, 2003).

In the following section, we present different 
approaches and algorithms developed specifically 
for implementing DM functions which can be 
applied on temporal data.

Temporal Data Functionalities

As stated above, temporal data is a sequence 
data but the reverse may not be true, so that al-
gorithms developed for sequence data may also 
used for time series data as well. Here, we need 
to distinguish the terms series and sequence. A 
sequence is defined as “an ordered list of sets of 
items or values” whereas a series is “an ordered 
list of values”; subsequence, on the other hand, is 
the “one that can be obtained by removing some 
items and any resulting empty item sets from the 
original sequence” (Han & Kamber, 2006).

In DM studies, temporal data usually recall time 
series data, which is defined as “a set of attribute 
values over a period of time” (Dunham, 2003). It 
can be of type discrete or continuous. DM func-
tions peculiar to time series and sequence data 
can be listed as follows (Laxman & Sastry, 2006):
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a.  Trend Analysis is a part of time series analysis 
which tries to partition a time series into four 
basic components: trends, cycles, seasonal 
and random (Box et al., 2008; Wei, 2006). 
Trend, here, is “the general direction in 
which a time series is moving over a long 
interval of time” (Han & Kamber, 2006). It 
can be modeled by using a linear or non-
linear mathematical model. Usually simple 
methods help us to detect (estimate) trends. 
One of them is the free-hand method which 
is a subjective approach. More objective 
methods include smoothing techniques and 
least squares method. Detecting components 
other than trend requires more elaborate 
technique to be used. For example, autocor-
relation function can be utilized for detect-
ing seasonal patterns that may emerge at 
a particular time of year. Transformations 
can contribute pattern detection by reducing 
the number of dimensions or stabilizing the 
variance.

b.  Prediction involves forecasting future val-
ues of attributes. Typical methods used for 
implementing the prediction DM function 
are autoregression, autoregressive moving 
average (ARMA) and autoregressive inte-
grated moving average (ARIMA). ARIMA 
models are used if the data is not stationary 
(Box et al., 2008; Wei, 2006).

c.  Similarity Analysis matchs patterns to de-
termine if they differ only slightly (Han 
& Kamber, 2006). It uses a similarity 
measure such as Euclidian distance. There 
are different kinds of similarity searches. 
Whole sequence matching matches the two 
sequences completely. Subsequence match-
ing, on the other hand, searches for all data 
sequences similar to the given. One special 
type of subsequent matching looks for the 
longest similar subsequences between two 
sequences. Examples for similarity analy-
sis include medical diagnosis, cardiogram 
analysis, image processing, and stock market 

analysis. To improve the efficiencies of the 
algorithms for subsequence matching or 
similarity search in large databases, data 
independent transformations such as discrete 
Fourier transformation (DFT) or discrete 
wavelet transformation (DWT) can be first 
applied data. Then, a multidimensional in-
dexing (e.g. R-tree) can be constructed by 
using, for example, the first few Fourier co-
efficients. There are also advanced methods 
to deal with gaps and differences in offsets 
and amplitudes.

d.  Pattern Detection identifies “a given pattern 
that occurs in the sequence” (Dunham, 2003). 
In fact, it tries to classify the pattern(s) (if 
exist) in the sequence using the given set of 
patterns. Therefore, pattern detection can be 
considered as a classification function. The 
simplest pattern detection algorithms have 
been developed for word processing and 
spell checking. These involve string match-
ing algorithms such as Knuth-Morris-Pratt 
(KMP) and Boyer-Moore (BM). The KMP 
uses FSM for pattern recognition. BM is an 
improvement on the KMP. On the contrary 
of string matching problems, many real life 
applications require fuzzy pattern matching. 
Sequential pattern mining is defined as “the 
mining of frequently occurring patterns 
related to time or other sequences” (Wang 
& Yang, 2005). This kind of mining can be 
used, for example, for customer retention 
or weather prediction. Methods for imple-
menting sequential pattern mining usually 
use approaches similar to that of Apriori. 
These include ArpioriAll, sequential dis-
covery using equivalence classes (SPADE) 
and generalized sequential patterns (Han & 
Kamber, 2006).

e.  Periodicity Analysis deals with recurrent 
patters in time series (Wang & Yang, 2005). 
Hence, it is a special kind of sequential 
pattern mining applied on temporal data. 
Examples include seasonal precipitation 
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amounts, daily energy consumptions, and 
yearly wages. There are three types of basic 
periodic patterns: full, partial and cycling 
periodic pattern.

f.  Temporal Association Rules are generated 
after the data is clustered depending on time 
to examine the change in association rules 
over time. There are different types of rules 
are generated by using sliding windows. 
Episode rules are generalized associa-
tion rules applied to sequences of events. 
Sequence association rules use sequences in 
rules. Sequence association rule generation 
is interested in finding sequence association 
rules with minimum support and confidence. 
As an example, buying behavior of customers 
can be predicted over time by using sequence 
association rules.

Mining Text Data

Textual DM is relatively immature area of DM 
compared to the ones introduced above (i.e. mining 
in databases, mining spatial and temporal data). 
However, there has been a growing need on the 
development of new DM techniques in analyzing 
and mining text data because of increasing amount 
of documents collected and stored in the electronic 
mediums. The main aim of text mining is to “ex-
tract useful information from data sources through 
the identification and exploration of interesting 
patterns” (Feldman & Sanger, 2007). Here, “data 
sources” refer to the document collections such 
as news articles, research papers, manuscripts, 
electronic mail messages, electronic books and 
web pages. The text data are semi-structured 
type data in that it may contain some structured 
information (e.g. title, date, authors) as well as 
unstructured information (e.g. body of the text).

Earliest technique developed to process 
unstructured data is the IR (e.g. text indexing 
methods) (Han & Kamber, 2006). Given the 
user specified input (i.e. keywords), IR tech-
niques concerns with placing related documents 

(Thuraisingham, 2003). The success of retrieval 
operation is usually evaluated by the measures: 
precision and recall. Here, precision and recall are 
defined as the percentage of retrieved document, 
actually, relevant to the query, and the percent-
age of documents relevant to the query, actually, 
retrieved, respectively.

There are two basic methods of IR: keyword-
based and similarity-based (Han & Kamber, 2006). 
Keyword-based IR attempts to find relevant 
documents containing a keyword or an expression 
provided. Similarity-based IR, on the other hand, 
cares for locating similar documents. Similarity 
of documents or similarity between a given docu-
ment and keywords are measured by their relative 
frequencies stored in a “term frequency matrix.” 
Another one used for determining the degree of 
similarity is the cosine measure. In addition, to 
improve the efficiency of these techniques, index-
ing techniques such as latent semantic indexing, 
inverted index, signature files are also employed.

In spite of its unique features listed, IR is not a 
sufficient tool for accomplishing the text mining 
tasks. Obviously, more advanced treatments are 
needed to analyze and identify interesting patterns 
in textual data. These include data preprocessing 
and DM functionalities such as association, clas-
sification and clustering. In the following, first, we 
introduce text mining preprocessing. Next, the DM 
functions as applied to documents are presented.

The main purpose of text mining preprocess-
ing is to convert the semi-structured format of 
text data into structured one. It significantly 
differs from the conventional data preprocessing 
of KDD. Note here that text mining algorithms 
works on the feature-based representations of 
documents. There are four basic features used to 
represent documents: characters, words, terms 
and concepts (Feldman & Sanger, 2007). The 
task of text preprocessing is to elaborate the ex-
isting features leading to a structured document. 
There are two approaches for text preprocessing. 
Natural language processing (NLP) is the domain-
dependent approach while text categorization (or 
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classification) (TC) and information extraction 
(IE) are domain-dependent ones. These later 
two techniques are also referred to as “tagging”. 
Implementation of these techniques (i.e. TC or 
IE) creates the “tagged-formatted” structure of 
the text preprocessed, thus, creating a structured 
document as a result.

Below, text DM functionalities are briefly 
described.

a.  Text Classification is defined as “given a 
set of categories (subjects or topics) and a 
collection of text documents, the process of 
finding the correct topic for each document” 
(Feldman & Sanger, 2007). Applications 
include spam filtering, text indexing, and 
web page categorization. There are two 
main approaches to text classification. In 
knowledge engineering approach, experts 
in the domain develops rules for classify-
ing a document into a subject or topic. 
For example, the CONSTRUE system is 
constructed by this approach. Machine 
learning approach, however, automatically 
builds the classifier by supervised learning. 
The following algorithms can be used for 
classifying textual data: NB, Bayesian LR, 
DT (e.g. ID3, C4.5, CART), decision rule 
classifiers, regression, the Rocchio method, 
NN, k-nearest neighbor, SVM, bagging and 
boosting (Feldman & Sanger, 2007).

b.  Clustering is grouping the given unlabeled 
document with/out any prior information 
(Feldman & Sanger, 2007). Clustering ap-
plications include document retrieval, image 
segmentation and pattern classification. 
Before clustering textual data, documents 
are represented by vectors. Next, dimension 
reduction is applied. Then, cluster descrip-
tions are generated to help further automatic 
processing. Afterwards, one of the clustering 
methods such as k-means, hierarchical ag-
glomerative clustering, minimal spanning 
tree, nearest neighbor, is applied.

Mining Multimedia Data

A multimedia data consists of a large number of 
objects such as audio, video, hypertext and image 
data. These types of data are becoming more avail-
able due to extensive use of electronic instruments 
such as audio-video equipments, cell phones, CD 
ROMS, in recent years. Internet database, for 
example, contains such data. In addition to the 
classical multidimensional analysis of multimedia 
data, similarity search, association, clustering, 
classification and prediction DM functions are 
also applied to mine the multimedia data (Han 
& Kamber, 2006).

Before conducting rigorous DM applications 
on multimedia data, usually data preprocessing 
techniques like data cleaning, data focusing and 
feature selection, are employed. Following pre-
processing, multidimensional data analysis may 
be managed by constructing a multidimensional 
data cube. A data cube of multimedia data contains 
additional dimensions such as the size of image 
or video, height and width of an image, and color. 
Concept hierarchies may also be relevant in such 
as analysis.

Similarity search can be applied either by using 
data description or data content. Data descrip-
tions may include size, creation date and time, 
keywords, and so on. Content, on the other hand, 
may be consisting of information such as color, 
texture, and shape. Similarity search for content 
may depend on examples or features of multimedia 
objects. Applications of content similarity searches 
include medical diagnosis, weather prediction.

In addition to OLAP and similarity analysis, 
association rules can be generated for the multi-
media data. These may be related to associations 
between image and nonimage content, image 
content and spatial relations. Because multimedia 
data contains several objects having many features, 
as a result of association mining association rules 
in considerable number can be generated. In such 
a case, using resolution refinement approach may 
help to improve the process. Besides association 
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rule generation, classification and prediction func-
tions are also applied multimedia data particularly 
in astronomy and geology (Kamath, 2003). One 
of the methods utilized for this purpose is the 
DT. Djeraba and Fernandez (2003) also applied 
k-medoids algorithm for clustering image data.

Mining Word Wide Web

World-wide web (www) is a distributed informa-
tion service environment containing data about 
banks, education, firms, industries, government 
and so on (Han & Kamber, 2006). Web mining 
is “the process of applying DM techniques to 
the pattern discovery in Web data” (Chang et al., 
2001). Since the invention of the internet, search 
in www has been very popular to retrieve infor-
mation. Many algorithms have been developed 
for this purpose (Marko & Larose, 2007). The 
earliest ones are based on keywords which have 
essentially insufficiencies. These problems have 
been mostly overcome with the help of the de-
velopments in text mining techniques. One such 
algorithm developed is the hyperlink induced 
topic search (HITS) which utilizes the hub(s) to 
identify most relevant pages for the search (Han 
& Kamber, 2006). A hub, here, is a web page 
containing links to the most significant sites 
related to a common topic. An example for key-
word and HITS based search engines are Yahoo 
and Google, respectively. Besides the searching 
activities, classification of web documents is also 
a relevant web mining function. Methods similar 
to the text data classification can also be utilized 
for this purpose.

Web mining is generally conducted by three 
ways: web content mining, web structure min-
ing and web usage mining (Chang et al., 2001; 
Han & Kamber, 2006; Dunham, 2003). Since 
web content and structure mining are related to 
each other, usually, there are two categories: web 
content and usage mining. Web content mining 
is the process of analyzing www data including 
text and multimedia data (Thuraisingham, 2003). 

Therefore all techniques listed above for mining 
text and multimedia data can be used for the web 
content analysis. Web usage mining, on the other 
hand, is the process of analyzing access patterns 
of users’ to the web pages. For this purpose we-
blog records are analyzed to determine associa-
tions between the web pages and the users. Such 
analysis, for example, can be helpful in locating 
potential customers of e-commerce. Furthermore, 
business intelligence can be developed through 
web mining to handle threats and anti-terrorist 
attacks (Thuraisingham, 2003).

DM sOFTWARE UsED IN EWs

DM software used in EWSs vary from simple 
spreadsheet applications (such as ExcelTM) and 
database management systems (such as ORA-
CLETM) to statistical software (such as SASTM and 
SPSSTM), DM software (such as SAS/EMTM and 
SPSS ClementineTM), general purpose software 
(such as MATLABTM), high-level languages (such 
as C/C++) and special purpose software. The 
special purpose software solutions are designed 
for use in a particular EWS. For example, SAP 
AGTM provides an EWS that can be used for all 
applications in logistics. Similarly, InforSense 
Text AnalyticsTM is a text mining software that 
can be used in EWSs for manufacturers to iden-
tify common faults as well as in security and 
intelligence applications. Wallace and Cermack 
(2004) illustrates the use of an EWS running on 
SAS/Text MinerTM and SAS/QCTM to monitor 
incoming free form text warranty and call center 
data in a systematic manner, for an automotive 
supplier. There are also special purpose software 
programs used for risk detection by governments 
and large international organizations. ADVISE 
(Analysis, Dissemination, Visualization, Insight, 
and Semantic Enhancement) is such a program 
within the United States Department of Homeland 
Security Threat and Vulnerability Testing and As-
sessment (TVTA). It is reported to be a massive 
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DM system that processes a wide variety of data 
in the form of any electronic information used to 
assess the probability of a suspect being a terror-
ist (Burleson, 2009). Similarly, several software 
solutions based on general purpose software and 
high-level languages are being developed and used 
in ongoing research projects on risk management 
of geohazards using DM (International Centre for 
Geohazards [ICG], 2009). Among other examples, 
a software system currently used in Indian National 
Tsunami EWS has a data warehousing and DM and 
dissemination module for storing and analyzing 
and quick retrival of data at the time of a tsunami 
event (Kumar et al., 2009).

FUTURE REsEARCH DIRECTIONs

Several research directions can be described for 
the development of EWSs using KDD and DM. 
Considering successful results of the current 
DM applications in EWSs, it should be expected 
that DM is adapted also to less explored areas 
such as risk detection in food supply networks, 
harvest failure and unemployment. Mining of 
advanced data types such as raster maps, time 
varying images and hypertexts is also challenging. 
Further contributions are needed in processing 
and analyzing these data both for DM and EWS 
development. On the other hand, surveillance 
technologies keep improving for faster collection 
of more accurate, reliable and multifaceted data. 
As the data types vary with these improvements, 
data preparation and preprocessing approaches 
of the KDD process and DM approaches need to 
improve accordingly. Furthermore, evaluation, 
interpretation and implementation of DM results 
require more attention by the researchers, since 
typical output of a DM analysis cannot be readily 
understood by its users. Moreover, in EWSs, time 
is a key factor necessitating correct interpretation 
and dissemination of the DM results in shorter 
times. Hence, automating the interpretation and 

dissemination or implementation of the results 
can be considered as an important research area.

CONCLUsION

Application of DM, in particular, and KDD, in 
general, has proven to increase effectiveness of 
EWSs. In this chapter, KDD process and DM as 
an important part of it are defined thoroughly with 
their functions and methods as well as their exten-
sions for advanced data types. This background 
together with the overview of application examples 
and software used in the literature can be used as 
a reference by the researchers and practitioners 
interested in detection and management of vari-
ous types of risks.
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KEY TERMs AND DEFINITIONs

Early Warning System (EWS): A system or 
mechanism designed to warn of a potential or an 
impending problem or risk.

Knowledge Discovery in Databases (KDD): 
The process of discovering useful and interesting 
information in huge data.

Data Mining (DM): A step in KDD where 
knowledge discovery methods are applied.

Clustering: The process of creating similar 
object groups.
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Association: Association identifies items that 
are happening together.

Spatial Mining: Exploring patterns in spatial 
data like images, graphs, maps, and satellite data.

Temporal Mining: Mining data involving 
time-varying component.

Text Mining: The process of extracting useful 
information from document collections.

Multimedia Mining: Exploring objects such 
as audio, video, image and hypertext data.

Web Mining: Involving in applying data min-
ing methods to web data.

Similarity Analysis: Searching for patterns 
that are slightly different from each others.

Trend Analysis: Identification the general 
direction of a time series over a long time period.

Pattern Detection: Classifying patterns in a 
sequence given a set of patterns.
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INTRODUCTION

The speed of information and communication 
technologies development creates improvements 
in consumer’s life. Personal data of consumers 
spreading around are available and offer data basis 
for proliferation of data transactions. Besides the 
benefits, risks for consumers’ privacy are becom-
ing more and more real. Solove (2008) provided a 
comprehensive overview of privacy, as one of the 
most important concepts of our time, yet also one of 

the most elusive. As rapidly changing technology 
makes information increasingly available, schol-
ars, activists, and policymakers have struggled 
to define privacy, with many conceding that the 
task is virtually impossible. There are several dif-
ficulties involved in discussions of privacy and 
ultimately provides a provocative resolution. He 
argues that no single definition can be workable, 
but rather that there are multiple forms of privacy, 
related to one another by family resemblances. His 
theory bridges cultural differences and addresses 
historical changes in views on privacy.

AbsTRACT

Modern data mining tools search databases for hidden patterns, finding predictive information that is 
otherwise not evident. There exist four models for privacy protection, which depending on their application, 
can be complementary or contradictory. This chapter deals with the comparison of EU comprehensive 
laws model and US sectoral laws model that arise from different cultural and historical background. 
The main objectives are to compare the current state of consumer’s privacy protection in EU and USA, 
discuss legal frameworks, propose some best practice implications, and summarize perceived future 
trends. We must not forget that consumers have the right to communicate and interact, and also to keep 
the control over their personal data, even after they disclosed it to others.

DOI: 10.4018/978-1-61692-865-0.ch002
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The Charter of Fundamental Rights of the Eu-
ropean Union (EC, 2000b) recognizes in Article 
8 the right to the protection of personal data. This 
fundamental right is set forth in a European Union 
legal framework on the protection of personal data 
consisting in particular of the Data Protection 
Directive 95/46/EC (EC, 1995) and the ePrivacy 
Directive 2002/58/EC (EC, 2002) as well as the 
Data Protection Regulation 45/2001 (EC, 2001) 
relating to processing by Community institution 
and bodies. This legislation presents several 
substantive provisions imposing obligations on 
data controllers and recognizing rights of data 
subjects. It also prescribes sanctions and appro-
priate remedies in cases of breach and establishes 
enforcement mechanisms to make them effective.

It is quite possible that this system could prove 
insufficient when personal data is disseminated 
globally through information and communication 
technologies networks and the processing of data 
crosses several jurisdictions, often outside the Eu-
ropean Union. In such situations the current rules 
may be considered to apply and to provide a clear 
legal response. However, considerable practical 
obstacles may exist as a result of difficulties with 
the technology used involving data processing by 
different actors in different locations.

Data mining is been used to track consumer 
activities and use that information for future mar-
keting purposes. When entering a web site, it is 
often needed a personal identification, revealing 
some data about yourself. Not every consumer is 
aware of the possible use of his/her information. 
The history of transactions and individual prefer-
ences is collected, stored, analyzed to evaluate 
buying behaviors. It is done for improving the 
marketing of new products and promotions directly 
to the customer’s personal e-mail address. Collect-
ing personal data to evaluate consumer needs and 
improve consumer service makes great business 
sense, but in the internet the threat of a security 
breach is very high. The transfer of personal data 
across the internet without adequate protection 

causes concern for many officials and citizens 
(Tran & Atkinson, 2002).

Modern data mining tools search databases for 
hidden patterns, finding predictive information 
that is otherwise not evident. They predict future 
trends and behaviours, allowing organizations to 
make decisions based on prospective analyses. In 
response to the obvious privacy concerns with this 
practice, computer scientists in recent years have 
work on “privacy preserving” methods of data 
mining – methods that would preserve individual 
privacy while still providing researchers with the 
information they want.

Despite the fact that democratic societies value 
and institutionalize privacy, governments have 
also to provide for the disclosure of information 
necessary to the rational and responsible conduct 
of public affairs and to support fair dealing in busi-
ness affairs. Officials must engage in surveillance 
of properly identified anti-social activity to control 
illegal or violent acts (Westin, 2003). Personal 
level data based systems (e.g. security, anti-terror 
systems) need to recover personal data and early 
warning systems have to be managed in a way 
that does not enter in conflict with general human 
rights. Managing this tension among privacy, dis-
closure, and surveillance in a way that preserves 
civility and democracy, and copes successfully 
with changing social values, technologies, and 
economic conditions, is the central challenge of 
contemporary privacy definition and protection 
(Westin, 1967).

Bygrave (2002) explained why data protec-
tion laws deserve extensive study. First reason is 
data protection laws practical significance (both 
actual and potential); they can affect the heart 
of organizational activity. The second reason is 
their normative importance because such laws 
emphasize that account be taken of values, needs 
and interests, different from increased organiza-
tional effectiveness or maximization of financial 
profit, when processing personal data. Partially, 
the normative and practical importance of the laws 
is mirrored in the burgeoning focus on rights to 



33

Data Mining and Privacy Protection

privacy and private life, with which data protec-
tion laws are closely linked.

This qualitative study is based in interpretativ-
ism, influenced by Guba & Lincoln’s (2005) con-
structivist epistemology. Approach is qualitative 
grounded on subjective assumptions made from 
document analysis, literature review, scrutinizing 
regulative frameworks, and critical reflection. 
The main objectives are to compare the current 
state of consumer’s privacy protection in EU and 
USA, discuss legal frameworks, propose some best 
practice implications, and summarize perceived 
future trends.

bACKGROUND

We can map four models for privacy protec-
tion, which depending on their application, can 
be complementary or contradictory. In most 
countries, several models are used simultane-
ously. In the countries that protect privacy most 
effectively, all of the models are used together to 
ensure privacy protection (Privacy International, 
2007): Comprehensive Laws: Several countries 
adopted a general law that governs the collection, 
use and dissemination of personal information by 
both the public and private sectors. An oversight 
body was appointed to ensure compliance. This 
is the preferred model for most countries adopt-
ing data protection laws and was adopted by the 
European Union to ensure compliance with its 
data protection regime. A variation of these laws, 
which is described as a co-regulatory model, was 
adopted in Canada and Australia. Under this ap-
proach, industry develops rules for the protection 
of privacy that are enforced by the industry and 
overseen by the privacy agency; Sectoral Laws: 
Other countries (i.e. United States), avoided to 
enact general data protection rules in favour of 
specific sectoral laws governing. Enforcement is 
achieved through a range of mechanisms. Problem 
with this approach is that it requires that new leg-
islation be introduced with each new technology 

so protections frequently lag behind. There is also 
the problem of a lack of an oversight agency. In 
many countries, sectoral laws are used to comple-
ment comprehensive legislation by providing more 
detailed protections for certain categories of infor-
mation, such as telecommunications, police files 
or consumer credit records; Self-Regulation: Data 
protection can also be achieved, at least in theory, 
through various forms of self-regulation, in which 
companies and industry bodies establish codes of 
practice and engage in self-policing. However, 
in many countries, especially the United States, 
these efforts have been disappointing, with little 
evidence that the aims of the codes are regularly 
fulfilled. Adequacy and enforcement are the major 
problem with these approaches. Industry codes in 
many countries have tended to provide only weak 
protections and lack enforcement. Technologies 
of Privacy: Due to recent development of com-
mercially available technology-based systems, 
privacy protection has also moved into the hands 
of individual users. Users of the internet and of 
some physical applications can employ a range of 
programs and systems that provide varying degrees 
of privacy and security of communications. These 
include encryption, anonymous remailers, proxy 
servers and digital cash. Users should be aware 
that not all tools effectively protect privacy. Some 
are poorly designed while others may be designed 
to facilitate law enforcement access.

According to Li & Sarkar (2006), we can usu-
ally determine three parties when describing the 
privacy problem in data mining: the data owner 
(the organization that owns the data) who has 
complete access to the data and wants to discover 
knowledge from the data without compromising 
the confidentiality of the data; individuals who 
provide their personal information to the data 
owner and want their privacy protected; and the 
data miner (insider or outsider) who, with ac-
cess only to the data released by the data owner, 
performs data mining for the data owner. In this 
study, they focus on situations where the data 
owner hires the data miner as a third party due to 
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the need for data-mining expertise or resources, 
and has to consider the data miner as a potential 
data snooper. The data owner can also be a not-
for-profit organization (e.g., government agency) 
that is obligated to release the data, more likely 
in summarized or perturbed forms, to the public 
or some professional organizations. In that case, 
anyone who has the access to the released data 
can be regarded as a potential data snooper (Adam 
& Wortmann, 1989).

Data privacy as a consumer’s right is regu-
lated and enforced in European Union. The EU 
Parliament adopted 155 amendments in 2008, to 
the Amending Directive 2002/22/EC on universal 
service and users’ rights relating to electronic 
communications networks, Directive 2002/58/
EC concerning the processing of personal data 
and the protection of privacy in the electronic 
communications sectors and Regulation (EC) No 
2006/2004 on consumer protection cooperation 
(EC, 2008). The main goal was to adapt the regu-
latory framework for electronic communications 
by strengthening certain consumer and user rights 
and by ensuring that electronic communications 
are trustworthy, secure and reliable and provide 
a high level of protection for individuals’ privacy 
and personal data. One of the objectives was to 
enhance the protection of individuals’ privacy 
and personal data in the electronic communica-
tions sector, in particular through strengthened 
security-related provisions and improved enforce-
ment mechanisms. Customers should also be kept 
well informed of possible types of actions that the 
providers of electronic communications services 
may take to address security threats or in response 
to a security or integrity incident, since such ac-
tions could have a direct or indirect impact on the 
customer’s data, privacy or other aspects of the 
service provided. Directive 97/66/EC (EC, 1997) 
of the European Parliament and of the Council of 
15 December 1997 concerning the processing of 
personal data and the protection of privacy in the 
telecommunications sector ensures the subscrib-

ers’ right to privacy with regard to the inclusion 
of their personal information in a public directory.

In the United States of America and some other 
countries they followed another approach. The idea 
of self-regulation involves the voluntary adhesion 
on the part of companies to develop standards 
at the industry level. But consumers could feel 
that without legal guarantees, the efforts of self-
regulation are not enough as they lack enforce-
ment mechanism that is expected in commercial 
transactions. Should governments therefore pass 
laws to back up self-regulators initiatives by the 
private sector or should they regulate the protection 
of on-line consumer specifically? There should be 
ensured balance between consumer protection and 
safeguarding constitutional rights of freedom of 
speech and expression. Another important ques-
tion to consider is how to create an environment 
where the rights of citizens are protected while 
avoiding unnecessary restrictions on trans-border 
flow of personal data that could inhibit the potential 
growth of e-commerce.

When approaching all these problems govern-
ments have several possibilities. A light handed 
regulatory approach, as history showed that too 
much regulation was not good for the industry. 
Strong government leadership is recommended, 
particularly in encouraging use of e-commerce 
technologies in dealing with government. Not to 
forget consumer education by increasing public 
awareness by educating them of their rights, 
risks and responsibilities. Strategies for content 
regulation may involve the use of technological 
measures such as blocking or filtering software.

Johnson & Post (1996) offer a solution to 
the problem of Internet governance. Given the 
internet’s unique situation, with respect to geog-
raphy and identity, Johnson and Post believe that 
it becomes necessary for the internet to govern 
itself. Instead of obeying the laws of a particular 
country, internet citizens will obey the laws of 
electronic entities like service providers. Instead 
of identifying as a physical person, Internet citi-
zens will be known by their usernames or email 
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addresses. Since the internet defies geographical 
boundaries, national laws will no longer apply. 
Instead, an entirely new set of laws will be created 
to address concerns like intellectual property and 
individual rights. Johnson and Post propose a law 
for cyberspace which regulates all internet based 
transactions regardless of where their real life 
participants reside, where their server is located 
or what their domain name is. As former US FCC 
Commissioner Abernathy (2001) remembered: 
“…government is a service industry, and we should 
act like it. You are our customers – you deserve 
responsiveness, timeliness, and well-reasoned 
results…“.

PRIVACY PROTECTION HIsTORY 
AND DEVELOPMENT

Consumer’s Concerns

Modern consumer protection has to adapt to dif-
ferent legislations, regulations and practices. The 
aim is to protect consumer from fraud, protect 
economic interests in the country and to educate 
consumers about their rights. Economic legislation 
has been historically established centuries before 
computers and internet era, when most goods had 
physical origin. Important legal and regulatory 
challenges appeared as the technology developed, 
especially regarding information and data transfer. 
Other concerns to which consumer is exposed 
involve privacy and security and different jurisdic-
tion rules and practices, connected with internet 
activities. Data mining can occur on numerous 
occasions, whenever consumer uses a credit card, 
exposes his/her bank account details, or makes a 
call from mobile phone. Disclosure of consumer 
habits, shopping patterns and health problems, 
using data matching from available sources, can 
righteously cause feelings of unprotectedness and 
vulnerability. Even if country adopts data privacy 
legislation about data transfer on internet, effec-

tive enforcement due to jurisdiction difficulties 
still remains questionable.

Advanced development of internet tech-
nologies, expanded capabilities of collecting, 
warehousing and treating data, interconnected 
data basis and cross-border data transfer enabled 
increased threat to privacy; at the same time all 
these caused greater concern and influenced citizen 
consciousness regarding privacy and elementary 
human rights. As Webb deducted, our control 
over personal data changed, because information 
technology allows data of greater amounts and 
increasing sensitivity to be collected and analysed 
by both public and private sectors (Webb, 2003).

As Sookman (2000) warns, the systematic col-
lection of information made possible by informa-
tion technologies gives rise to the real danger of 
the gradual erosion of individual liberties through 
the automation, integration and interconnection of 
many small, separate record keeping systems, each 
of which alone may seem innocuous, and wholly 
justifiable. The improvements in information han-
dling capability also give rise to the tendency to use 
more data and to disguise less. New technologies 
create new types of records and analysis never 
before possible. Different techniques are used 
to collect personal data. Whenever a telephone 
call is made, goods are purchased using a credit 
card, health services are procured, or the Internet 
is surfed, data is captured and recorded. A great 
deal of information is unknowingly volunteered by 
individuals such as by filling out a questionnaire 
or registration form. And finally, we as consumers 
are sometimes willing to disclose a great deal of 
personal information about themselves in return 
for free products or give-aways.

Due to concern regarding the influence of 
information technologies for privacy and the 
ability of international information flow, first 
privacy laws appeared simultaneously with the 
development of information technologies in early 
seventies in some European countries. Most of this 
regulation was oriented mainly to the information 
privacy. It regulated collecting and managing of 
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data and their further propagating and merging 
(Crompton, 2002).

From the beginning there were a lot of differ-
ences between these legal approaches, but thanks 
to the increasing amount of cross-boarder data 
exchange, it was necessary to accept international 
rules, which could represent efficient and uniform 
framework for data and privacy protection.

First international agreement in this direction 
was made by the member countries the OECD 
- Organisation for Economic Co-operation and 
Development reached a consensus on issues re-
lated to the protection of privacy to promote the 
free flow of information across their borders and 
to prevent legal issues related to the protection of 
privacy from creating obstacles to the development 
of their economic and social relations. In 1980, 
OECD council adopted the privacy guidelines that 
were intended to form the basis of legislation in 
the organization’s member states and for support 
in countries that did not prepare such regulation 
yet. At the core of the guidelines is a set of eight 
principles to be applied to both the public and 
private sectors: the collection limitation principle, 
the data quality principle, the purpose specification 
principle, the use limitation principle, the security 
safeguards principle, the openness principle, the 
individual participation principle and the account-
ability principle (OECD, 2007).

According to the guidelines there should be 
limits to the collection of personal data and any 
such data should be obtained by lawful and fair 
means and, where appropriate, with the knowledge 
or consent of the data subject. Between other rules, 
personal data should be relevant to the purposes 
for which they are to be used, and, to the extent 
necessary for those purposes, should be accurate, 
complete and kept up-to-date; they should not be 
disclosed, made available or otherwise used for 
purposes other than those specified in accordance 
with except: with the consent of the data subject; 
or by the authority of law. An individual should 
have the right: to obtain from a data controller, 
or otherwise, confirmation of whether or not the 

data controller has data relating to him; to have 
communicated to him, data relating to him within 
a reasonable time; at a charge, if any, that is not 
excessive; in a reasonable manner; and in a form 
that is readily intelligible to him.

One year later, the member states of the Council 
of Europe (1981) accepted similar guidelines in 
the Convention for the Protection of Individuals 
with regard to Automatic Processing of Personal 
Data. The purpose of this convention: “…is to 
secure in the territory of each Party for every 
individual, whatever his nationality or residence, 
respect for his rights and fundamental freedoms, 
and in particular his right to privacy, with regard 
to automatic processing of personal data relating 
to him (data protection).” In the convention is 
written that every member state should take the 
necessary measures in its domestic law to give 
effect to the basic principles for data protection.

United Nations General Assembly adopted in 
1990 the Guidelines concerning computerized 
personal data files. The procedures for implement-
ing regulations concerning computerized personal 
data files were left to the initiative of each State 
subject to these guidelines. Stated principles 
concerning the minimum guarantees that should 
be provided in national legislations are following 
(United Nations, 1990): principle of lawfulness 
and fairness (information about persons should 
not be collected or processed in unfair or unlaw-
ful ways); principle of accuracy (the obligation 
to conduct regular checks on the accuracy and 
relevance of the data recorded and to ensure that 
they are kept as complete as possible); principle 
of the purpose – specification (the purpose which 
a file is to serve and its utilization in terms of that 
purpose should be specified, legitimate and, when 
it is established, receive a certain amount of pub-
licity or be brought to the attention of the person 
concerned); principle of interested-person access 
(the right to know whether information concerning 
a person is being processed and to obtain it in an 
intelligible form); principle of non-discrimination 
(data likely to give rise to unlawful or arbitrary 
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discrimination should not be compiled); power to 
make exceptions (only if they are necessary to pro-
tect national security, public order, public health 
or morality, as well as, inter alia, the rights and 
freedoms of others, especially persons being perse-
cuted - humanitarian cause); principle of security 
(to protect the files against both natural dangers, 
such as accidental loss or destruction and human 
dangers, such as unauthorized access, fraudulent 
misuse of data or contamination by computer 
viruses); supervision and sanctions (the law of 
every country shall designate the authority which, 
in accordance with its domestic legal system, is 
to be responsible for supervising observance of 
the principles set forth above); transborder data 
flows (information should be able to circulate as 
freely as inside each of the territories concerned); 
Field of application (principles should be made 
applicable, in the first instance, to all public and 
private computerized files as well as, by means 
of optional extension and subject to appropriate 
adjustments, to manual files).

Basic principles that are to be found in almost 
every guidelines, directives and frameworks 
imply that personal information must be (Dodig-
Crnkovic, 2006): obtained fairly and lawfully; used 
only for the original specified purpose; adequate, 
relevant and not excessive to purpose; accurate 
and up to date; and destroyed after its purpose is 
completed.

Similar conclusions have been made at the the 
27th International Conference of Data Protection 
and Privacy Commissioners, held in Montreux 
from 14 - 16 September 2005 at the invitation 
of the Swiss Federal Data Protection Commis-
sioner. They adopted a final declaration aimed 
at strengthening the universal nature of data pro-
tection principles. It has been stressed that more 
than at any time in the past, data protection has 
become the focus of debate and constitutes a major 
challenge which has emerged as a result of the 
globalization of our societies and the development 
of information technologies. Information may be 
covered by different data protection laws, and in 

some cases there may be no protective mechanism 
whatsoever. It is often impossible, or at least very 
difficult, for data subjects to enforce their rights 
because their data are scattered to the four corners 
of the world. They proposed following principles 
for data protection (FDPIC, 2005): lawful and 
fair data collection and processing; accuracy; 
purpose-specification and limitation; proportion-
ality; transparency; individual participation and 
in particular the guarantee of the right access of 
the person concerned; non-discrimination; re-
sponsibility; independent supervision and legal 
sanction; and adequate level of protection in case 
of transborder flows of personal data.

Regulation on Privacy Protection 
in the European Union

In 1995, the European Union joined with similar 
directive 95/46/EC (EC, 1995) of the European 
parliament and of the Council. Member states 
took the obligation that they shall neither restrict 
nor prohibit free flow of personal data between 
member states for reasons connected with the 
protection of the fundamental rights and free-
doms of natural persons, and in particular their 
right to privacy with respect to the processing 
of personal data and on the free movement of 
such data (EC, 1995). Each member state had to 
apply the national provisions it adopts pursuant 
to this directive to the processing of the personal 
data. Personal data, appearing on internet comply 
under this directive too. In Article 17 directive 
commands member states to provide that the 
controller must implement appropriate technical 
and organizational measures to protect personal 
data against accidental or unlawful destruction or 
accidental loss, alteration, unauthorized disclosure 
or access, in particular where the processing in-
volves the transmission of data over a network, and 
against all other unlawful forms of processing to 
ensure a level of security appropriate to the risks 
represented by the processing and the nature of 
the data to be protected.



38

Data Mining and Privacy Protection

Directive 95/46/EC (EC, 1995) in Article 6 
implies that all personal data should be processed 
fair and lawful; collected for specified, explicit 
and legitimate purposes and not further processed 
in a way incompatible with those purposes. Fur-
ther processing of data for historical, statistical 
or scientific purposes shall not be considered as 
incompatible provided that member states provide 
appropriate safeguards; adequate, relevant and not 
excessive in relation to the purposes for which 
they are collected and/or further processed; ac-
curate and, where necessary, kept up to date; every 
reasonable step must be taken to ensure that data 
which are inaccurate or incomplete, having regard 
to the purposes for which they were collected or 
for which they are further processed, are erased or 
rectified; kept in a form which permits identifica-
tion of data subjects for no longer than is necessary 
for the purposes for which the data were collected 
or for which they are further processed. Member 
states shall lay down appropriate safeguards for 
personal data stored for longer periods for his-
torical, statistical or scientific use. Conforming 
to directive, personal data can be processed only 
when there is unequivocal agreement with the 
owner of data, data subject. Information collector 
has to acknowledge data subject, which data are 
being gathering and for what purpose. They must 
be informed also about the possibilities to access 
data and the right to correct them. Transfer across 
European Union borders is possible only if third 
country assures corresponding level of security.

In December 1997 European Parliament ac-
cepted Directive 97/66/EC (EC, 1997), which 
particularised and complemented Directive 95/46/
EC to the special rules regarding the protection 
of privacy and personal data in the sector of tele-
communications. This directive provides for the 
harmonisation of the provisions of the member 
states required to ensure an equivalent level of 
protection of fundamental rights and freedoms, 
and in particular the right to privacy, with respect 
to the processing of personal data in the telecom-
munications sector and to ensure the free move-

ment of such data and of telecommunications 
equipment and services in the European Union. In 
Article 5 there is a rule about confidentiality of the 
communications, saying that member states shall 
ensure via national regulations the confidentiality 
of communications by means of a public telecom-
munications network and publicly available tele-
communications services. In particular, they shall 
prohibit listening, tapping, storage or other kinds 
of interception or surveillance of communications, 
by others than users, without the consent of the 
users concerned, except when legally authorised. 
Article 11 is dealing with directories of subscribers; 
personal data contained in printed or electronic 
directories of subscribers available to the public 
or obtainable through directory enquiry services 
should be limited to what is necessary to identify 
a particular subscriber, unless the subscriber has 
given his unambiguous consent to the publication 
of additional personal data. The subscriber shall 
be entitled, free of charge, to be omitted from a 
printed or electronic directory at his or her request, 
to indicate that his or her personal data may not 
be used for the purpose of direct marketing, to 
have his or her address omitted in part and not to 
have a reference revealing his or her sex, where 
this is applicable linguistically.

Directive 97/66/EC had to be adapted to 
developments in the markets and technologies 
for electronic communication services in order 
to provide an appropriate level of protection of 
personal data and privacy for users of publicly 
available electronic communications services, 
regardless of the technologies used. So the Di-
rective 97/66/EC was repealed and replaced by 
Directive 2002/58/EC (EC, 2002), concerning the 
processing of personal data and the protection of 
privacy in the electronic communications sector 
(Directive on privacy and electronic communica-
tions). Internet offers its users new possibilities 
and new risks regarding their personal data and 
privacy. Purpose of this directive is to minimize 
the processing of personal data and whenever it is 
a possibility to use anonymous and pseudonymous 
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data. Basic principles of Directive 2002/58/EC are 
following: confidentiality of the communications 
(member states shall ensure the confidentiality 
of communications and the related traffic data 
by means of a public communications network 
and services. They shall prohibit listening, tap-
ping, storage or other kind of interception or 
surveillance of communications and the related 
traffic data by persons other than users, without 
the consent of the users concerned, except when 
legally authorised); traffic data (are giving good 
picture of individual’s habits, contacts, interests, 
activities and therefore represent sensitive data. 
Directive imposes to erase or make anonymous 
traffic data relating to users processed and stored 
by the provider of a public communications net-
work or service, when it is no longer needed for 
the purpose of transmission of a communication); 
location data (may only be processed when they 
are made anonymous, or with the consent of the 
user); unsolicited communications (electronic 
contact details in the context of the sale of a 
product or service may be used for the purpose of 
sending an electronic mail provided that customers 
clearly and distinctly are given the opportunity to 
object, free of charge and in an easy manner in 
case the customer has not initially refused such 
use). The use of so-called spyware, web bugs, 
hidden identifiers and other similar devices can 
enter the user’s terminal in order to gain access 
to information, to store hidden information or 
to trace the activities of the user and may seri-
ously intrude upon the privacy of these users. It 
is allowed only for legitimate purposes, with the 
knowledge of the users concerned. Member states 
can legally intercept electronic communications 
if this is necessary for the protection of public 
security, defence, state security and the enforce-
ment of criminal law.

After the September 11, 2001, the attitude 
toward privacy changed throughout the world. 
Dilemma between individual’s privacy and state 
security is more and more expressed. Directive 
2002/58EC allows member states to adopt leg-

islative measures providing for the retention of 
data through different communication devices as 
mobile phones, internet etc. for a limited period of 
time, while the Directive 95/46/EC demands that 
data should be erased immediately or altered into 
anonymous right after the cause of their collection 
has terminated. Terrorism counter fight generated 
laud calls from member states to increase the 
control over citizens and for the prolongation of 
the location and traffic data retention.

Directive 2006/24/EC on the retention of data 
generated or processed in connection with the 
provision of publicly available electronic com-
munications services or of public communica-
tions networks were accepted in March 2006. 
Data must now be stored for a period of 6 to 24 
months, while member states may adjust maxi-
mum retention periods at will. The fact that no 
guideline on cost reimbursement was approved 
raises the danger of fragmentation in the single 
market for the important telecoms sector. The 
directive is no longer limited to the fight against 
terrorism and organized crime, but now includes 
all serious crimes, as defined by each individual 
member state. The EU Parliament included in 
the types of data to be retained the telephone 
calls location data, SMS and internet use. This 
includes unsuccessful call attempts if the company 
already stores such data. Directive is not a law by 
itself, member states have to implement minimal 
guidelines in their respective regulation.

Gutwirth et al. (2009) said that the recogni-
tion of data protection as a fundamental right in 
the legal order of European Union has been wel-
comed for many reasons. Due to considerations 
regarding the legitimacy of the EU data protection 
framework because from the start the Data Protec-
tion Directive (EC, 1995) was based on a double 
logic: the achievement of an internal market (free 
movement and personal data) and the protection 
of fundamental rights and freedoms of consum-
ers. In legal terms the economic perspective and 
internal market arguments prevailed.
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Data and Privacy security in UsA

Forth amendment of the US constitution indi-
rectly mentions privacy, saying that “the right of 
the people to be secure in their persons, houses, 
papers, and effects, against unreasonable searches 
and seizures, shall not be violated, and no Warrants 
shall issue, but upon probable cause, supported by 
Oath or affirmation, and particularly describing 
the place to be searched, and the persons or things 
to be sized” (US, 1791).

The Freedom of Information Act – FOIA (US, 
1966) generally provides that any person has a 
right, enforceable in court, to obtain access to 
federal agency records, except to the extent that 
such records are protected from public disclosure. 
Enacted in 1966, the FOIA established and ensured 
an informed citizenry, vital to the functioning of 
a democratic society, needed to check against 
corruption and to hold the governors accountable 
to the governed.

Privacy Act of 1974, 5 U.S.C. § 552a, estab-
lishes a code of fair information practices that 
governs the collection, maintenance, use, and dis-
semination of personally identifiable information 
about individuals that is maintained in systems of 
records by federal agencies. A system of records is 
a group of records under the control of an agency 
from which information is retrieved by the name 
of the individual or by some identifier assigned 
to the individual. The Privacy Act requires that 
agencies give the public notice of their systems 
of records by publication in the Federal Regis-
ter. The Privacy Act prohibits the disclosure of 
information from a system of records absent the 
written consent of the subject individual, unless 
the disclosure is pursuant to one of twelve statu-
tory exceptions. The Act also provides individu-
als with a means by which to seek access to and 
amendment of their records, and sets forth various 
agency record-keeping requirements (US, 1974).

Strong resistance is to be found in the US 
against the adoption of general legislation for 
the private sector. The US Privacy Act of 1974 

applies only to Federal Government, and not to 
the private sector; its implementation has been 
limited in the absence of appointed authority to 
oversee and enforce compliance (Raab, 2005). 
Broadly stated, the purpose of the Privacy Act 
is to balance the government’s need to maintain 
information about individuals with the rights of 
individuals to be protected against unwarranted 
invasions of their privacy stemming from fed-
eral agencies’ collection, maintenance, use, and 
disclosure of personal information about them. 
The Act focuses on four basic policy objectives 
(US, 1974): to restrict disclosure of personally 
identifiable records maintained by agencies; to 
grant individuals increased rights of access to 
agency records maintained on themselves; to 
grant individuals the right to seek amendment of 
agency records maintained on themselves upon a 
showing that the records are not accurate, relevant, 
timely, or complete; to establish a code of “fair 
information practices” which requires agencies 
to comply with statutory norms for collection, 
maintenance, and dissemination of records.

Federal Agencies have to deliver demanded 
information, acknowledge public about different 
kinds of collections run through federal register, 
how the information is been used, they have to 
assure the relevance of collected information. 
Information can not be used for other purposes as 
primarily stated. Federal systems of records about 
individuals can be opened to others in cases when: 
the purpose of investigation is similar as primary 
purpose of information gathering; for statistical 
research; for legislative appointed purposes; if 
the court decided; if it is urgent from medical 
standpoint (US, 1974).

The Electronic Communications Privacy Act 
of 1986 - ECPA was enacted by the United States 
Congress to extend government restrictions on 
various forms of wire and electronic communi-
cations. New provisions were added prohibiting 
access to stored electronic communications. ECPA 
prohibits unlawful access and certain disclosures 
of communication contents. Additionally, the 
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law prevents government entities from requiring 
disclosure of electronic communications from a 
provider without proper procedure. The ECPA 
also included so-called pen/trap provisions that 
permit the tracing of telephone communications 
(US, 1986). Law requires court decision about the 
control of electronic communications, or consent 
of at least one participant in the communication 
process. Later, the ECPA was amended, and 
weakened to some extent, by some provisions of 
the PATRIOT Act.

In 1987, the US Congress enacted Computer 
Security Act of 1987 (US, 1987), reaffirming that 
the National Institute for Standards and Tech-
nology – NIST, a division of the Department of 
Commerce,

was responsible for the security of unclassi-
fied, non-military government computer systems; 
to perform research and to conduct studies, as 
needed, to determine the nature and extent of the 
vulnerabilities of computer systems, and to devise 
techniques for the cost effective security and pri-
vacy of sensitive information in federal computer 
systems and to improve it in the public interest, and 
hereby creates a means for establishing minimum 
acceptable security practices for such systems, 
without limiting the scope of security measures 
planned or in use.

Before September 11 2001, US had very severe 
regulative, which controlled the spreading of in-
formation between different agencies. It was con-
sidered that such spreading of information breaks 
human rights and state agencies had to comply 
with this acts. After September 11, US accepted 
a package of anti terrorist acts. USA PATRIOT 
Act of 2001 (US, 2001) and Homeland Security 
Act of 2002 (US, 2002) increase the power of 
electronic surveillance and interception of data. 
Both acts endanger online privacy of innocent 
individuals, as they allow tracking and storing 
of IP addresses and insight of investigators in 
financial and other transactions of every citizen. 
Such surveillance diminishes individual’s privacy 
on account of state security. USA PATRIOT Act 

(US, 2001), meaning Uniting and Strengthening 
America by Providing Appropriate Tools Required 
to Intercept and Obstruct Terrorism, among other 
purposes increases the ability of law enforcement 
agencies to search telephone, e-mail communica-
tions, medical, financial, and other records. The 
Homeland Security Act – HAS of 2002, created 
the US Department of Homeland Security. The 
HSA includes many of the organizations under 
which the powers of the USA PATRIOT Act are 
exercised. It also created the new cabinet-level 
position of the Secretary of Homeland Security.

The Privacy Act has limited effectiveness, 
which can be best described as critical, because it 
allows data brokers to accumulate huge databases 
that the government is legally prohibited from 
creating. When the government needs information, 
it can be requested from the data broker. When 
this happens, the personal information would be 
subject to the Privacy Act, but law enforcement 
and intelligence agencies have special exemp-
tions under the Act that limit access, accuracy, 
and correction rights. Yet another limitation is 
that the Privacy Act only applies to federal, not 
state or local government agencies, and the fact 
that the Act has a number of major exemptions, 
including one that exempts agencies when they 
disclose information for any routine use that is 
compatible with the purpose for which the agency 
gathered the data (Solove & Hoofnagle, 2005).

The US sectoral approach to data protection 
has produced a patchwork of federal and state 
laws and self-regulatory programmes. Although 
participation in the safe harbor is optional, its rules 
are binding for those US companies that decide 
to join, and compliance with the rules is backed 
up by the law enforcement powers of the Federal 
Trade Commission and (for airlines) of the US 
Department of Transportation (EC, 2000a).

As mentioned already, Privacy Act and acts 
regarding the protection of personal data is in 
power only for state agencies; private companies 
do not have to adequate to the regulative. Purpose 
of Safe Harbor principles was mainly to content 
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request of European Union to apply appropri-
ate standard of data protection regarding data 
transfer from European Union states, demanded 
in Directive 95/46/EC. Principles had to be ac-
cepted because of fluid flow of information from 
company to company on both sides of Atlantic. On 
July 27, 2000, the European Commission issued 
its decision in accordance with Article 25.6 of the 
Directive that the Safe Harbor Privacy Principles 
provide adequate protection (EC, 2000a).

These principles should offer a high level of 
protection, demanded by European directive, on 
voluntary basis. They have to provide: notice - in-
dividuals must be informed about the purposes for 
which information about them has been collected; 
choice - individuals must have the opportunity to 
opt out of the collection and forward transfer of 
their data to third parties; onward transfer - an 
organization may only disclose personal informa-
tion to third parties consistent with the principles 
of notice and choice; security - reasonable efforts 
must be made to prevent loss of collected infor-
mation; data integrity - data must be relevant and 
reliable for the purpose it was collected for; access 
- individuals must be able to access information 
held about them, and correct or delete it if it is 
inaccurate; enforcement - there must be effective 
mechanisms of enforcing these rules.

Differences between the UsA and EU

We could say that the most visible difference 
between the USA and EU is the absence of com-
prehensive data privacy legislation regulating 
the USA private sector and of a data protection 
authority, which should oversee the regulation 
of privacy protection. Of course these differ-
ences do not imply that the in the USA they are 
not interested in obtaining high level of privacy 
regime. The comprehensive, bureaucratic nature 
of data privacy regulation in EU partly originates 
from traumas of totalitarian oppression lived in 
first hand experience (Bygrave, 2004). Abuses 
like these have increased the EU’s desire to enact 

strong data protection laws which protect the safety 
and identity of its citizens. With the invention of 
the Internet, there was a similar call for stricter 
privacy laws in the USA to protect individuals’ 
information. However, this American trend came 
to an abrupt halt with the attacks of September 
11, 2001. As a result, a conflict of ideals was cre-
ated between the EU and USA where Europeans 
wish to protect information to avoid the follies 
of the past, while the American government is 
continually seeking information to learn of pos-
sible terrorist activities or plans of future attacks. 
This struggle between privacy and security has 
affected the transfer of important data from the 
EU to the USA. A strict EU Data Protection Di-
rective has made it difficult for the USA to gather 
information in the post 9/11 era without violating 
EU law (Shea, 2008).

Heisenberg (2005) argues that EU became the 
global leader in setting data privacy standards. She 
traced the origins of the stringent EU privacy laws, 
the responses of the USA and other governments, 
and the reactions and concerns of a range of interest 
groups. Analyzing the negotiation of the original 
1995 EU Data Protection Directive, the 2000 Safe 
Harbor Agreement, and the 2004 Passenger Name 
Record Agreement, Heisenberg showed that the 
degree to which business vs. consumer interests 
were factored into governments’ positions was the 
source not only of USA-EU conflicts, but also of 
their resolution.

Zwick & Dholakia (2001) proposed a study of 
different approaches to privacy in the EU and USA 
electronic markets, discussing property rights ver-
sus civil rights. In the regulation model, consumer 
is seen as a citizen to be protected and marketer 
as a potential violator of righths that should be 
regulated. In the self-regulation model, consumer 
is homo economicus – maximizer of benefits and 
marketer an exchange partner that also seeks 
to maximize his benefits. Important difference 
between the USA and EU in the field of privacy 
protection is the expected level of privacy. While 
in the USA exist several laws that protect privacy, 
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they re not as concrete as those in EU. Patriot Act 
and Homeland Security Act caused great loss of 
citizens’ privacy. The EU is still strongly support-
ing their charter to protect privacy. Of course in 
EU all the governments have to agree on the law, 
when trying to accept a new act and it makes it 
easier to pass and implement legislation. Sedita 
and Subramanian (2006) emphasize that USA and 
EU are not the only countries that consider and 
enact such legislation.

Newman & Bach (2004) defined two distinct 
self-regulatory trajectories – legalistic self-regu-
lation in the USA and coordinated self-regulation 
in the EU. They expressed the expectations that 
the instruments of institutionalized legalism will 
shape the dynamics of self-regulation in USA. 
The government is unlikely to actively induce 
and steer collective action within the business 
community. Government attempts to leverage 
its buying power to create markets for public 
goods may even enhance competition among 
self-regulators alternatives. In EU, the European 
Commission will make use of its control over 
R&D funds to sponsor self-regulatory initiatives 
and the executive branch is also likely to play a 
role in the creation of intermediary institutions 
should business alone fail. The EU executive 
branch will thus play a catalytic role in the process 
of self-regulation, in USA it is more a hands-off 
executive. The judiciary, by contrast, should not 
play as significant role in EU.

Flavian & Guinaliu (2006) pointed out that 
public sector measures regarding internet privacy, 
security and trust followed two lines of action: 
measures of legal nature and communication 
policies.

In relation to the legal measures, they assessed 
that the measures exercised in the USA and Eu-
rope have had no significant effect, because of the 
lack of resources and the heterogeneous nature 
of legislation between different countries. Two 
causes of this ineffectiveness are: a) the lack of 
equilibrium between the regulations’ intentions 
and the resources assigned to them, and b) the 

heterogeneous nature of legislation between dif-
ferent countries. In the USA, there is a great deal 
of inconsistency, because while activities such as 
spamming are harshly prosecuted in some states, 
in others exists greater tolerance. In EU, privacy 
protection is more homogeneous, since it emanates 
from directives issued for this purpose (e.g. Di-
rective 2002/58/EC of the European Parliament). 
Concerning the communication policies, there 
have been various awareness-raising campaigns 
among internet users (e.g. 1st Worldwide Internet 
Security Campaign, www.worldwidesecure.org). 
Up to now, government communication strategies 
do not appear to have a significant effect. For this 
reason, more direct measures need to be taken, 
such as giving users the training they need through 
free courses in collaboration with the private sec-
tor. Indeed, some researchers have shown that 
more computer-savvy individuals make internet 
purchases with greater frequency.

solutions and Recommendations

In order to resolve the conflict between data 
mining and privacy protection, researchers in the 
data-mining community have proposed various 
methods. Agrawal and Srikant (2000) have con-
sidered building a decision tree classifier from data 
where the confidential values have been perturbed. 
Evfimievski et al. (2002) presented a framework 
for mining association rules from transaction data 
that have been randomized to preserve individu-
als’ privacy. Estivill-Castro and Brankovic (1999) 
introduced methods aimed at finding a balance 
between the individuals’ right to privacy and the 
data-miners’ need to find general patterns in huge 
volumes of detailed records. In particular, they 
focused on the data-mining task of classification 
with decision trees, basing their security-control 
mechanism on noise-addition techniques used in 
statistical databases because (1) the multidimen-
sional matrix model of statistical databases and 
the multidimensional cubes of On-Line Analytical 
Processing (OLAP) are essentially the same, and 
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(2) noise-addition techniques are very robust. The 
main drawback of noise addition techniques in the 
context of statistical databases is low statistical 
quality of released statistics.

Several studies on privacy preserving mining 
can be found, i.e. Atallah et al. (1999), and Verykios 
et al. (2004), who discussed that huge repositories 
of data contain sensitive information that must be 
protected against unauthorized access. The protec-
tion of the confidentiality of this information has 
been a long-term goal for the database security 
research community and for the government sta-
tistical agencies. Recent advances in data mining 
and machine learning algorithms have increased 
the disclosure risks that one may encounter when 
releasing data to outside parties. A key problem, 
and still not sufficiently investigated, is the need 
to balance the confidentiality of the disclosed data 
with the legitimate needs of the data users. Every 
disclosure limitation method affects, in some way, 
and modifies true data values and relationships.

This stream of research tends to approach the 
privacy issue from a data miner’s standpoint, 
focusing on techniques for mining those data sets 
where confidential values are deleted or perturbed 
due to privacy concerns. We believe, however, 
it is more important to approach the issue from 
the standpoint of an organization that owns data, 
because the primary concern of a data miner is to 
discover useful knowledge from the data, while 
an organization has to set privacy protection as 
its first priority.

Li & Sarkar (2006) recognized that in order 
to respond to growing concerns about privacy of 
personal information, companies that use their 
customers’ records in data-mining activities are 
forced to take actions to protect the privacy of 
the individuals involved. A common practice for 
many companies today is to remove identity-
related attributes from the customer records before 
releasing them to data miners or analysts. Li & 
Sarkar investigated the effect of this practice and 
demonstrated that many records in a data set could 
be uniquely identified even after identity-related 
attributes are removed. They proposed a perturba-

tion method for categorical data that can be used 
by organizations to prevent or limit disclosure of 
confidential data for identifiable records when the 
data are provided to analysts for classification, a 
common data-mining task. The proposed method 
attempted to preserve the statistical properties of 
the data based on privacy protection parameters 
specified by the company.

Wang, et al. (2004) investigated data mining 
as a technique for masking data; therefore, termed 
data mining based privacy protection. This ap-
proach incorporates partially the requirement of a 
targeted data mining task into the process of mask-
ing data so that essential structure is preserved in 
the masked data. Wang & Liu (2008) researched 
further and stated that privacy preservation in data 
mining demands protecting both input and output 
privacy. The former refers to sanitizing the raw 
data itself before performing mining. The latter 
refers to preventing the mining output (model/
pattern) from malicious pattern-based inference 
attacks. The preservation of input privacy does 
not necessarily lead to that of output privacy. This 
work studies the problem of protecting output 
privacy in the context of frequent pattern mining 
over data streams.

Witzner et al. (2006) argued that the perspective 
of controlling or preventing access to information 
has become inadequate and obsolete, overtaken 
by the ease of aggregating and searching across 
multiple databases, to reveal private information 
from public sources. To replace this outlived 
framework, they proposed that issues of privacy 
protection as viewed in terms of data access 
should be re-conceptualized in terms of data 
use. They presented a technology infrastructure, 
which required supplementing legal and technical 
mechanisms for transparency and accountability 
of data use.

FUTURE REsEARCH DIRECTIONs

Despite the high level of privacy protection 
in European Union, remains the openness of 
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global information exchange as a very difficult 
nut to crack. We could recognize privacy as an 
international issue, and the urgent need for an 
international harmonization. Directive 95/46/
EC, 97/66/EC and 2002/58/EC of the European 
Union represent a sound basis for the establish-
ment of privacy protection in other countries 
outside European Union too. Kennedy, et al. 
(2009) reported the state of the data protection 
laws in Asia, and stated that many countries today 
still have no or extremely limited data protection 
laws. This could be due to the cultural attitudes 
towards the concept of autonomy and the right 
of certain governments to monitor and scrutinise 
its people in certain countries. But if they want 
to remain economically viable, the businesses 
and government of these countries must be able 
to provide protections which are at least similar 
to those afforded by the data protection laws of 
their business counterparts. Greenleaf (1996) 
predicted that directive 95/46/EC could “be a 
valuable model for countries currently without 
data protection laws”.

Canada passed data protection legislation in 
2000 to prevent potential blockage of data transfer 
from companies inside European Union. Australia 
is currently weighing numerous options regarding 
privacy legislation. Several changes have been 
proposed that would significantly shift the bal-
ance between freedom of speech and privacy in 
Australia because they would extend to the media 
and private individuals as well as governments 
and businesses - especially important because 
Australia has no express right of free speech 
(Hughes, et al., 2008).

Waters (2008) said useful progress has been 
made on directories of contacts, agreements 
between regulators and templates for referral 
of complaints. Similarities with OECD (2007) 
Working Party on Security and Privacy work on 
cross border enforcement have been recognized, so 
they are trying to harmonize processes. Greenleaf 
(2008) is critical to the APEC framework defining 
that “privacy principles set the lowest standards 

of any international privacy agreement; and it 
has no meaningful enforcement requirements”, 
while Waters (2008) sees the positive influence in 
gradual development of higher privacy standards 
in Asia, especially looking to the overall frame-
work, including implementation and enforcement 
aspects.

Lundheim & Sindre (1994) pointed to the fact, 
that privacy on organizational levels is a cultural 
construct and important cultural diversity should 
be considered, when approaching privacy needs 
and interests, while on personal level we can talk 
about physiological need when discussing privacy.

Clifton, et al. (2002) wrote about privacy 
preserving data mining, or how to get valid data 
mining results without learning the underlying data 
values. They provided a framework and metrics 
for discussing the meaning of privacy preserving 
data mining, as a foundation for further research 
in this field. Fule & Roddick (2004) argue that 
the process of generating rules through a mining 
operations becomes an ethical issue when the 
results are used in decision making processes 
that effect people, or when mining consumer data 
unwittingly compromises the privacy of those 
consumers.

Gutwirth et al. (2009) evaluated current 
European Union data protection law against the 
background of the introduction of increasingly 
powerful, miniaturized, ubiquitous and autonomic 
forms of computing. Their book assesses data 
protection and privacy law by analyzing the actual 
problems (trans-border data flows, proportionality 
of the processing, and sensitive data) and identi-
fying lacunae and bottlenecks, while at the same 
time looking at prospects for the future (web 2.0., 
RFID, profiling) and suggesting paths to rethink 
and reinvent fundamental principles and concepts.

CONCLUsION

Consumers are entitled to communicate and 
interact, and also to keep the control over their 
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personal data, even after they disclosed it to oth-
ers. Despite severe legislation has been adopted 
in most countries regarding the data transfer, there 
is a shortage of regulation about data storage.

Technology is making gigantic progress in elec-
tronic communication sector and transborder data 
transfer is taking advantage of quickly developing 
possibilities. An improvement of legislative con-
sistency, modernizing specific provisions to align 
them with technology and market developments 
has been made in recent decades, but there still 
remain different approaches to this issue, because 
of historical and cultural reasons.

European Union does not believe that com-
petition on the market could solve the needs of 
citizens and protect users’ rights. That’s why 
specific provisions were included in European 
regulatory scheme to safeguard universal services, 
user’s rights and the protection of personal data. 
US sectoral laws model has to adapt to new tech-
nologies, when they appear and this is the main 
reason, why they always lay back. Self-regulation 
has proved to be of little use, as there are always 
certain companies, that don’t care about ethics and 
individual’s rights. We argue that self-regulatory 
attempts do not comply adequately with the pri-
vacy protection standards and that legislative 
intervention, like in EU, should be necessary 
to enhance further online exchange of personal 
information.

Privacy regulation fragmentation is a problem 
that cannot be solved individually by a country. 
When a framework or minimum harmonization 
clauses are proposed, each country implements 
those minimal criteria at its own discretion. An 
intragovernmental dialogue is needed for further 
development of these issues, with the help of 
international organizations. Not to forget, con-
sumer consent is the answer to many questions. 
Consumers should be informed about the use of 
data collected about them and whether or not it 
will be disclosed to third parties. Pressures toward 
increased privacy protection are being exercised 
also by companies, which noticed that the lack 

of consumer trust in preservation of their privacy 
represents a barrier to their business effectiveness.
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KEY TERMs AND DEFINITIONs

Data Mining: The process of automatically 
searching large volumes of data for patterns.

Data Protection: Class of laws that commonly 
go by the name of data protection law, used in 
European jurisdictions.

Privacy: An individual or group’s right to 
control the flow of sensitive information about 
themselves.

Privacy protection: Class of laws that that 
commonly go by the name of data protection laws 
in USA, Canada and Australia.

Comprehensive Law: General law that gov-
erns the collection, use and transfer of personal 
information by both the public and private sectors.

Sectoral Law: Specific law for each sector.
Self-Regulation: Established codes of practice 

and engage in self-policing of companies and 
industry.

Consumer: Individual who purchases, uses, 
maintains, and disposes of products and services.



52

Copyright © 2011, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter 3

On the Nature and Scales 
of Statistical Estimations 

Divergence and its Linkage 
with Statistical Learning

Vassiliy Simchera
Research Institute of Statistics (Rosstat), Russia

Ali Serhan Koyuncugil
Capital Markets Board of Turkey, Turkey

INTRODUCTION

General condition of success for any research is 
the convergence of theoretical assumptions to 
the facts being observed, and vise versa the facts 

being observed to the theoretical assumptions. 
No matter whether we talk about inductive or 
deductive researches, determined or undetermined 
facts and theirs cause – effect connections, natural 
scientific or socio-economic researches, reliable or 
less reliable data – the condition always remains 

AbsTRACT

Besides the well-known commonplace, and sometimes also simply fantastic reasons for the existing 
breaks in the estimations of one and the same phenomena, substitution of concepts, manipulations, 
intentional distortions, all possible manipulations and frank lie there are their own technological rea-
sons in the statistics for the similar breaks, which are being generated by some sort of circumstances of 
insurmountable force, which one should differ from well-known posy reasons, and therefore to consider 
in a special order. Predetermined objectively by conditioned divergence of the theoretical and empiri-
cal distributions, gaps between a nature and phenomenon, shape and its content, word and deed, these 
reasons (different from subjective reasons), limited by the extreme possibilities of human existence, can 
be overcome through the expansion of humans knowledge’s, which assumes reconsideration of the very 
basis of the modern science. Below we present some of the approaches towards such a reconsideration, 
which opens possibilities for the reduction of the huge gaps in modern statistical estimations of the same 
phenomena and its linkage with statistical learning.
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the same. Convergence of theory and practice, 
forecasts and facts, their adequacy or inadequacy 
are set by identifications of existing in nature and 
familiar to science of theoretical and empirical 
distributions. Convergence at the level of the 
necessary and sufficient conditions in contrast 
to abstract ideals is being checked by known 
criteria of statistical agreement (or in case of its 
absence) by trial-and-error method and likelihood 
criteria and common sense. This is the way as 
many centuries ago the imaginations and theories 
is tested by facts and practices, and in turn facts 
and practices is tested by theory and imaginations. 
And there is nothing else that human mind could 
invent either in the past nor today.

Where a theory relies on the facts and facts 
relies on theory it is possible to carry out a sta-
tistical experiment, which can and indeed gives a 
significant results with clear sense and paramount 
scientific and practical importance, and where does 
not – such an experiment is impossible, and there 
is no point to initiate this experiment as its results 
will be false. Unfortunately we should state here 
that a first case (rather in natural science than in 
public science) by various reasons, and mainly 
for a general reason of the limit of knowledge 
and resources of their realization, is restricted 
and ultimate, and each successful experiment 
is interpreted as unique success, while a second 
case, because of the ignorance of the law of the 
limited knowledge, is not restricted and infinite. 
As a result we have domination in a science of 
simple and mainly false surveys results which 
are worthless and insignificant, and as a general 
consequence – depreciation of the efficiency of 
the science and knowledge’s, and total ignorance 
of them.

The correction of a general situation perhaps 
requires not only changes in the existing unsat-
isfactory market treatment, and correction of the 
negligible treatment towards fundamental re-
searches and labor-intensive experimental results, 
but raising the systematic level of the knowledge 
production itself and its application according to 

the exact form of the identified processes and 
events in a way their endogen necessity in the 
world around us. This is the cause of scientific 
experiment stagnation and further the science 
as a whole. We should not criticize the external 
circumstances but think on how to clear a science 
itself from futile imitation accumulated during 
centuries, reconsideration of the statistical experi-
ment basis – this is what one should start from and 
what indeed can help to correct the unsatisfactory 
situation in the modern science.

This means that phenomena and events in 
the world around us their content, dynamic and 
structure should not adapt to a format of scientific 
experiment that is its usual paradigms, algorithms 
and interpretations but in contrast – the format of 
scientific experiment itself its set of ideological 
potential must constantly alter and adapt to a world 
around us, to catch and produce a future tendencies 
its fast going and dominantly differently directed 
and therefore contradictive changes and give it a 
shape of essential construction which helps not 
only for better understanding but also transform 
our world in efficient and reasonable ways.

Conceiving the situation this way one should 
start from fundamental basis of the modern sci-
entific experiment, its theoretical hypothesis the 
basis of which is multivariate statistical distribu-
tions and their approximating functions and laws. 
Depending on how full and certain these functions 
and laws reflect the structure and dynamic of 
modern world, the tendencies of its alteration, so 
this is a degree which define how these functions 
and laws are applicable today in order to influ-
ence the modern events in a constructive way, 
providing each time the possibilities for effective 
decision making.

The constructive answer to this question 
demands reconsideration of the whole variety 
of the existing types of univariate and multivari-
ate distributions their inventory, adaptation and 
identification applicable to a modern problems 
solving for production, labor and life. The first 
step towards obtaining such an answer is typology 
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of present (or in any case most commonly used) 
distribution functions and laws of observed phe-
nomena and their systematization with regard to 
problems solving of multivariate distributions as 
most important and significant ones. There are a 
lot of distribution functions, but they are separated 
and can not be united. Part of these functions 
(linear, normal, power-series, exponential and 
others distribution functions) acceptable on the 
level of required and sufficient conditions are 
approximating observed empirical facts, and have 
clear substantial interpretation of parameters and 
sense of the results being received on their basis 
and these functions are widespread. The other 
part (the most part) of these functions (logistic, 
maximum likelihood, and in particular nonlinear 
and nonparametric distribution functions) are less 
proved theoretically, and inadequately or even 
does not reflect the existing empirical distribu-
tions and require as a rule robust work while 
their identification and appliance of them to the 
problem solving of multivariate analysis.

There is also one, some kind of off-balance 
part of multivariate distribution functions, 
aimed towards chaotic, partly robust and partly 
non parametric and further fuzzy distributions, 
which as a rule lack of any theoretical basis and 
badly or no way approximating the respective 
empirical data observed and demand a develop-
ment of substantially different approaches to their 
construction. Here we can attribute the synthesis 
combinatorial problem of distribution function, 
constructing the unknown hybrid functions on 
the basis of the existing known ones. In view of 
exceptional complexity these two tasks are just 
mentioned here.

The overcoming of the existing gaps between 
theoretical and empirical multivariate distribution 
functions assumes the typology’s ground and 
representation of these distributions and functions 
by their resolving powers which are defined by 
attributes and criteria of necessary and sufficient 
equivalence. Nowadays one of the most popular 
ways of using multivariate distributions is data 

mining. Therefore, data mining has the same 
gaps mentioned.

bACKGROUND

It is possible to review data mining under two 
separate headings as Statistics and Information 
Technologies. At the beginning of data mining 
concept discovered in 1990’s IT perspective 
mostly underlined but in 2000’s analytical or 
statistical point of view of data mining has been 
becoming most integral part of data mining. Has-
tie et al. (2001) emphasized the statistical view 
of data mining with statistical learning concept. 
Rao (2001) linked statistics and data mining with 
more strong ties and mentioned data mining as a 
future of statistics. On the other hand, Moss and 
Atre (2003) mentioned the difference between 
Classical Statistics and data mining.

Data mining mostly interested in big data sets. 
Therefore, finance is one of the most suitable 
implementation areas of data mining because of the 
huge data produces with transactions. Kovalerchuk 
and Vityaev (2002) inspected the implemantation 
domains of finance in data mining with examples 
and emphasized that stock prices, currency rates 
and bankruptcy predictions, claim management, 
customer profiling and money laundry some of the 
implemantation domains of data mining. In addi-
tion, data mining successfully applied to financial 
performance and distress prediction. Koyuncugil 
and Ozgulbas (2006a) emphasized the problems 
of Turkish SMEs and suggested financial profil-
ing as a first step of solutions. Then, the authors 
determined the financial profiles of 135 SMEs 
listed in İstanbul Stock Exchange (ISE) accord-
ing to 2004 ISE data. Koyuncugil and Ozgulbas 
(2006b) defined a financial performance measure 
for Turkish SMEs with 2004 ISE data. Koyuncugil 
and Ozgulbas (2006c) defined the factors which 
effected financial failers of ISE listed SMEs 
with 2000-2005 data via CHAID (Chi-Square 
Automatic Interaction Detector) decision tree 



55

On the Nature and Scales of Statistical Estimations Divergence and its Linkage with Statistical Learning

algorithm which is one of the most update data 
mining methods. Ozgulbas and Koyuncugil (2006) 
and Ozgulbas et al. (2006) determined weak and 
strenght sides of SMEs in financial mean, finan-
cial performance level with 2000-2005 data via 
data mining.

One of the most efficient facilities of data 
mining is Early Warning Systems because of its 
definition. Data mining aims to discover hidden 
relations, covered patterns and then use them for 
prediction of future behaviours. This definition of 
data mining makes it the most efficient tool for 
Early Warning Systems. Therefore, many recent 
studies in early warning domain has been using 
data mining. Koyuncugil (2006) developed an 
early warning system for manipulation and insider 
trading detection in Stock Exchange Markets and 
proved that the system works successfully with 
real data.

Simchera (2003a) is given examples of 
systematic errors, which are made at improper 
identification of direct and reversed numbers 
modules, recursive and discursive rates, direct 
and reversed exchange rates as well as effective 
interest rates, annuities and bills with recourse, 
and also numerous examples on collecting and 
publishing various estimates 9such as GDP, life 
standards etc.) on the basis of the same methods 
and estimates with the application of different 
methods. The module increase direct number for 
example consumer price index with value of 1.25 
is 0.25, whilst module of reversed number for 
example index of consumer inflation would be 
0.2 (1/1.25), in everyday practice it is considered 
to be equal to 0.25 module, which is not right and 
in turn illustrates as demonstrative as possible the 
most spread example of typical routine “misspell” 
in statistics that is in other words – to judge any-
thing with the same value and present the same 
thing with different numbers. And from this quite 
small “misspell” grows fraud in statistics. Keen 
and Smith (2007) are given with exceptional argu-
ments the examples of fraud in the estimates of 

British tax calculations; in the working paper of 
Ruhashyankiko and Yehoue (2006) and in working 
paper by Mauro (2002) authors argue the corrup-
tion in the private sector of economy and its effect 
on economic growth reduction. The persuasive 
estimate of debt dynamics and imbalances are 
given in the working paper by Meredith (2007) 
and measurement of financial market liquidity 
is considered in the working paper of Sarr and 
Lybek (2002).

Booth et al. (1999) based on excellent models 
the authors illustrate the insolvent insurers estima-
tions for portfolio investments, funds and exchange 
rates, derivatives, pension funds. In the work of 
Vaitilingam (2007) there are examples of such 
estimate, in particular examples ob divergence of 
estimates for actuarial indices, based on sample 
observations (covering 30 companies - Dow Johns 
Indices up to 500 companies – Standards and 
Poor’s Index) and mass observations (covering 
thousands of companies (400 million companies 
all over the world).

In general the methodology of distortion and 
publishing of unreliable estimates and explana-
tions of cause and sources of fraud in statistics are 
given in significant work by OECD (2003, 2008).

MAIN THRUsT

Simchera (2003a) and Simchera (2008) are re-
viewed nine types of distributions within two 
categories (category of linear and category of 
nonlinear distributions). The adequate choice of 
which is the first condition for an efficient mini-
mization of fundamental estimation discrepancies 
in the modern statistics and arising on these basis 
deep delusions and undisguised lies. At the same 
time we can mark out within linear six and within 
nonlinear three types of distributions. Here are six 
respective linear distributions:

yx=a0+a1x1 – functional distribution;  (1)
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− − – normal distribution; 

(2) 

f(x)= a0+x - power-series distribution;  (3)

ϕ( , ) ( )/x b
b
e xx b= ≥

1 0 – exponential distribution; 

 (4) 

f(x)=(1/b)e-(x-a)/b[+e-(x-a)/b]-2 – logistic distribution;  
(5)

f(x)=x/bc-1e(-xb)[1/bΓ(c)] – multivariate 
distribution.  (6)

Without such identification all statistical esti-
mations (and further expectations, forecasts etc.) 
are shifted and have only illustrative meanings. 
Nowadays, estimation word coincides another 
concept different from statistics. This new concept 
is data mining. There are a lot of definitions of data 
mining. Because data mining is an evolutionary 
area. One of the most common definition: ‘Data 
mining is the process of extracting previously 
unknown, valid and actionable information from 
large databases and then using the information to 
make crucial business decisions (Cabena et al., 
1997).’ Data mining is not a single step analysis. 
Data mining is a sequential multi analysis and 
multi task process. But, mainly the core of the 
whole data mining process is called data min-
ing. On the other hand, the process takes place 
as ‘Knowledge Discovery’ as well. Data mining 
step of the knowledge discovery process mostly 
means modified multivariate statistical analysis 
methods. These methods automized, scaled to 
analyze huge data sets via modification. Therefore, 
it is possible to define data mining as an evolution 
of statistical methods via Information Technolo-
gies and automated processes.

Data mining mainly has two different point 
of view:

1.  Statistical,
2.  Information Technologies.

Data mining from statistical point of view calls 
‘Statistical Learning’. Statistical learning let us 
know what data tells instead of subjective sayings. 
Data mining, automatic extraction of predictional 
strategic knowledge is mostly based on multivari-
ate statistical methods. Discovery process aims to 
extract valuable knowledge from hidden, covered, 
unknown patterns or relations. Patterns usually 
imply two concepts as similarities and dissimilari-
ties. Profiles, specifications, identifications and 
unique properties can be determined by dissimi-
larities or divergence. In addition, divergences 
can be play a key role for determination of early 
warning signals for anomalies, errors and fraud. 
Therefore, divergence is not one of the concerns 
of only statistics but data mining too.

Yet there is also more powerful reason for 
divergence of the existing statistical estimations 
which are discrepancies in the conceptual scaling 
reflecting different ideologies of perceptions of 
the same phenomena. Especially in relief such 
discrepancies project at the joint of various world 
view sciences and epochs sometimes contain-
ing in the same definitions and classifications 
and even in symbols and measures completely 
different indicative view and value sense. The 
phenomenon in question comes out visually and 
instructively at their most on the example of 
widening the gaps between statistical informa-
tion and socio-economic disinformation which 
are in temporary crisis circumstances go beyond 
all sensible apogees, turning even old time lie 
into the definite value. What has really happened 
here, what causes, except sheer self-interest which 
give rise (this process continues) to such terrible 
condition of socio-economic information?

From technological point of view we have to 
deal today what on the one hand the capacity and 
flows of economical information for the period 
of globalization (1991-2008) would increase 
tenfold. On the other hand – for a mentioned pe-
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riod the credibility and quality of published data 
and consequently a quality of decisions made of 
their bases decreased drastically. As a result some 
countries and world as a whole instead of expected 
transition from manual control to automatic one 
have got into manipulative management.

In total of published data the volume of primary 
data has significantly reduced a lot of valuable 
and demanded information are consumed by com-
mercial classified information and corruption, we 
have lost many sources and spheres of primary 
data, the level of data comparability had fallen, 
virtually the possibilities for testing them for 
convergence, precision and credibility are taken 
out of public access. Information is dominantly 
collecting for information itself that is why it works 
with reduced efficiency. The Internet is a convinc-
ing example which shows that it servicing itself 
and its providers for 97, 5% and only for the rest 
2, 5% it is commercial network and information 
service. The understanding of that the people and 
the worlds nations need not information typolo-
gies but information itself is substituted and lost.

How to turn the contemporary situation for the 
better, to overcome the accumulated information 
gaps, misbalances, obstructions and through this to 
provide freed space and resources for collection, 
processing and distribution of credible information 
on the basis of which one only can provide crucial 
improvement of total socio-economic situation in 
the countries to organize the real transition from 
today’s reforms to the reforms of forthcoming 
efficient transformation. Simchera (2003b) is 
given general answer to this question in his work. 
Below with use of additional information we give 
following concise answer to this question.

There are a lot of economical estimations 
but they are uncoordinated and mainly doubtful 
and incomparable. The gaps between existing 
indicators (due to conceptual differences of their 
understanding and coverage, material divergence 
in prices, exchange rates etc.) reach sometimes 
multiple values and strike off any possibility to its 

wise application. All socio-economic parameters 
gathered and published today are pretty often 
characterizing mainly not real situation in the 
world but represent only calculation effect, and 
in many cases even less – that is statistical calcu-
lations errors. On the basis of such deliberately 
incorrect and even false data one should not make 
that conclusions and assumptions which are made 
in modern statistical science.

The science loses even more in its potential 
due to data manipulating practices which became 
rather standard than exception, substitution of one 
parameters for the others, aberration of not only 
size and meaning but the sense of the phenomena 
in question, that is what confirm the today’s crisis 
estimations. There is no other brunch of the science 
where measurements would be more contradictive, 
estimations divergent and results just useless for a 
practice, than it is in the economic science. This is 
why it is logical not accidental that much of pub-
lished data should be taken out of ‘circulation’ as 
useless. Consequently one should not understand 
all of the above as total result which shows that 
with this level of divergence, incorrectness there 
is less point to calculate and publish statistical 
data than not to. This fully concerns to calcula-
tions and publications of market statistical data 
which not only distort but also misrepresent all 
normal perceptions about real situation in modern 
economy, and virtually turn all published estima-
tions into economical phantoms and threaten of 
credibility loss to all conclusions and values of 
modern science.

Subjective evaluations, interpretations and 
conclusions generally can be very far away from 
what data tells us objectively. In addition, the data 
can be directed, dirty, missing, unstandardized and 
uncomparable. Therefore, there are some neces-
sary steps for acceptable decision making process:

1.  Data must be realiable.
2.  Analysis must be suitable for the aim (s) and 

the data.
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3.  The evaluation of the results of the analysis 
must be correctly

4.  Conclusions must be in an objective manner

In case of missing at least one of the necessary 
steps given above, then, the gap between estima-
tions and the realizations will be statistically or 
scientifically unacceptable.

THE GAP bETWEEN EsTIMATIONs 
AND REALIZATIONs WITH 
NUMERICAL EXAMPLEs

Here are examples illustrating gaps in economical 
estimations, which directly point to the sources 
of bad informational situation in the world and 
from our point of view due to this fundamental 
reason – situation of modern economical science.

According to official statistics GNP growth 
in the USA in constant prices of 2000 (with re-
gard to statistical calculation errors) in 2007 in 
comparison with 2000 accounted for 1,18 times 
(increase 2,3% per year); (in 1991-1999 – 1,18) 
for the period 1981-2007 – it would be 1,93 points 
(2,4% per year); national wealth’s estimation of 
growth are 1,16; 1,18 and 1,72 points respectively. 
These are actual estimations of growth. And here 
are the figures – phantoms which substitute the 
quite humble figures against their background 
of real rates of the USA economical growth. The 
growth of the wide spreading Dow Jones Index 
(share rates of 30 largest companies in the world) 
for the same period accounted for 1,22; 3,8 and 7,1 
times (the points fixed for this index at the end of 
1990 were 2892, and at the end of 1999 – 10 991; 
2007 – 13 368; June 2009 – 8 501), the Standard 
and Poor’s Index (500 companies) – 1,3; 2,1 and 
19,0 times (the points fixed for this index at the end 
of 2003 – 1 109; 2007 – 1 479; June 2009 – 923) 
respectively, and the growth for Nasdaq (5 000 
technology companies) – only from the middle 
of 1996 has exceeded 153 times (the points fixed 

for this index at the end of 2003 – 2 010; 2007 – 2 
654; June 2009 – 1 796).

In other G-7 countries the gaps between real 
rates and phantom – rates are approximately the 
same. In England in particular with the GNP 
growth for the period 1991-1998 in 1,25 times 
increase (for the period 1981-1998 - 1,49 times 
increase) the stock exchange FTSE index showed 
growth of 2,7 and 9,1 times. The exception was 
France where while GDP growth for the period 
1991-1998 was 1,13 times its stock exchange 
CAC – 40 index showed growth of “just” 2,7 
times. Even if we take estimations of GDP’s of G-7 
countries in current prices, the gaps between them 
and stock exchange increases would stay fantastic 
and destroy representations of any dignity.

In addition, here are some others kind of 
phantoms. The real indicators of the USA’s GDP 
with most favorable calculations – today would 
be $14,0 (in 2003 – $11,0; 1990 – $5,8) bill. doll. 
Indicators of national wealth are $28,3, $24,8 and 
$14,8 bill. doll. respectively; considering real 
financial assets $39,5, $33,2 and $22,4 bill. Doll 
(U.S. Census Bureau, 2009). The capitalization 
value of USA’s companies (price multiplied by 
quantity of issued shares) on financial markets 
estimated, before crisis 2008, for $200-$215 trill., 
annual turnover of shares – $100-$120 trill. The 
crisis only for a last half of 2008 and first half 
of 2009 has devaluated these assets to 40-50% 
and yet it is going to devaluate them to 30-35% 
in forthcoming months, equalizing them with 
estimations of real assets, which turns all fund 
market in the USA into a phantom. The phantoms 
are also modern indicators for banks assets. The 
real assets for 1000 largest banks are estimated for 
$20 (in 2003 - $12,7) trill. The derivatives (ficti-
tious capital) of all world’s banks exceed $400 
(in 2003 - $100) trill., while their equity capitals 
account for only $30-$25 and $19,5-$18,5 (in 
the USA -$14-$10) trill. respectively. On the as-
sumptions of estimations of U.S. Federal Deposit 
Insurance Corporation (2007) consolidated real 
assets of commercial banks (at the end of 2007 
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– 7 282 banks in the USA), investment institu-
tions or investment banks (total number 1 251 at 
the end of 2007) and credit unions (8 101 at the 
end of 2007) excluding mutual benefit societies 
which would not exceed $14 till. (to be precise 
$13.792,5 bill.) in the pre-crisis year, including 
assets of commercial banks - $11 176,5 bill., and 
credit unions - $753,4 bill. (National Credit Union 
Administration, 2007). And these quite credible 
estimates in comparison with analogues estimates 
on assets of some separately taken American 
banks are also appearing to be phantoms. The 
allied assets of JP Morgan accounted for $97,5 
trill. (62,5% over the world’s GDP), while its real 
equity capital accounted for $2,5 trill. (2,6% of the 
assets). Respectively estimations of Goldman & 
Sachs are $50 trill. (83,3% of world’s GDP) and 
$1,5 trill (3% of assets). Even the assets of largest 
bank holding HSBC (Hong Kong-Shanghais Bank, 
Corp.) are phantoms, the fictitious assets of which 
(in 2000 accounted for $6,5, and in 2008 - $108 
trill.) exceeds the equity capital for almost 10-50 
times more (Bank of Russia, 1999). According to 
market rates virtually all modern transnational 
companies including American pride – Ford 
and biggest world’s bank – HSBC which real 
capitalization in good times would exceed trillion 
of US dollars – are bankrupts, whilst according 
to leading rating agencies they still have higher 
ratings than actually solvent companies in China, 
Brazil, India or Russia.

Against the background of real GDP’s volume 
accounted for about $60 trill. in 2008, it is absurd 
how estimates of fictitious capital look like, 
the guaranteed part of which in the same year 
would overrun 6*1014 that is $600 trill., while 
unguaranteed part 3*1015 that is $3 quadrillion, 
including the USA with $175 and $900 trill. At 
last the phantoms are the inadmissibly different 
by module, scope and contents indicators of GDP, 
inflation, national wealth in various countries. 
Finally, it is just ridiculous how in the form of 
phantoms – marginal’s are presented today the 
audition estimations for capitalization of world’s 

leading companies which have fallen drastically 
at once to 7-10% from the initial value following 
the world’s crisis.

The mixing of own capitals with attracted ones, 
real values with fictitious values, the parameters 
mentioned above and many other parameters of 
financial assets cause quite serious concerns and 
according to specialists’ opinion require not only 
cardinal revision but also international legislative 
control. The above examples illustrate not only 
destructive but also demoralizing role of market 
representations about fundamentals of modern 
economical life and processes of economic de-
velopments of different countries and nations. 
They cause apprehension in a whole world and 
persuasively point at necessity of fundamental 
revision of all modern practices of economical 
estimations, and a new approach to the principals 
of economic measurements. Especially loud voices 
for this decision are coming out from the USA 
which is a motherland of financial pyramids and 
financial bubbles the burst of which can destroy 
not only the US but the rest of contemporary 
financial and economical system. When Alan 
Greenspan was speaking at the White House on 
5th of April, that were unheard appeals to study 
statistics of world’s financial markets, scrutinize 
and reveal the consequences of the growth of 
financial bubbles in the world’s economy.

The way out from this situation one can see 
in revision of core structure of a whole variety 
of market expectations their conventional agree-
ments and standardization of their methods for 
comparative calculations. For provision of prac-
tical realization of this way out the authorities 
should preliminary to take concrete solutions on 
the following basis:

• on the basis of the international standards 
of calculation and account one should or-
ganize the inventory and fundamental re-
valuation of all international and national 
assets and on this base one should take all 
fictitious assets out of balance turnover 
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which dilute real representations in econo-
my and excludes in principle the possibili-
ties to coordinate it on a fair basis;

• instead of floating exchange rates one 
should introduce fixed ones which reflect 
real interaction of prices by all line of pro-
duced and consumed products, services 
and capitals;

• one should find corporative indices and 
fund market ratings as useless and can-
cel them due to they distort situation with 
global market estimations;

• on the principally new basis should be con-
structed and introduced into international 
turnover the single world’s indices, which 
would representatively reflect the dynam-
ics of world’s fund and foreign exchange 
rates markets;

• on the basis of transparency and free ac-
cessibility, public watch and personal re-
sponsibility, with compensation of damage 
and lost profits one should reconsider the 
principles of IMF and World Bank work, 
and in case of failure to implement the li-
abilities – one should develop conditions 
to seize their activity as the international 
institutions – regulators of the international 
financial relationships;

• under the auspices of UN one should es-
tablish an International commission on 
causes qualifications and regulation of 
world’s financial crisis consequences with 
the functions to determine a size of mate-
rial loss and moral damage caused by the 
monetary authorities of the US and other 
countries – satellites due to failure to take 
the necessary measures for prevention of 
their negative consequences and rights to 
discover in accordance with international 
law all persons guilty for breaking the rules 
of financial business leading to a global de-
fault, mass bankruptcies which exceed all 
calculated losses of almost every country 
and nation in all world wars.

The presented examples – are documentary 
approved facts of the informational distortion. 
However in today’s practice the economy has to 
deal not with distorted information but with out-
spoken call to world’s economical society what 
is in legal parlance called fraud, in the form of 
forgery, which is done by betrayal of trust – the 
deeds which are qualified as crime and penalties 
are severe. This could be a decision.

CONCLUsION AND 
FUTURE sTUDIEs

To overcome the differences in modern economic 
conditions and eliminate the existing unjustified 
in many cases multiple and even by a factor of 
ten divergences in economical estimations which 
distort economical representation and excluding 
possibilities of their efficient practical use in the 
development of the international standards one 
should organize and implement special work on 
the correction of fundamental divergences in the 
economic estimations, restitution of incomparable 
parameters, standardization of methods of their 
calculations and publications on comparable 
basis and degrees of credibility claimed before-
hand. In other words one should create a single 
number of standards of economical information 
and economical indicators based on total con-
ventional decisions. All information in the world, 
all economical or rather all other indicators must 
be built and published on this basis. There is no 
country which must not and cannot be exception 
unless it claims to be included into the exist-
ing borders of the single world socio-economic 
space. The conditions and consequences of its 
activity and life first of all should be transparent 
and explicit in estimations. A “non-transparent” 
country cannot and has no moral rights to claim 
transparency from other countries and first of all 
from its own citizens.

In this connection a total international stan-
dardization for all multiplicity of mutually de-
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manded socio-economical parameters shall not 
mean the automatic unification of every possible 
other multiplicities, which are characterizing an 
objectively existing national flavour and specific-
ity of development for every single country. On 
the contrary the modern standardization should 
initially take into account the necessity for an 
existence, maintenance and multiplication of 
various numbers of national indicators consider-
ing them as fundamental origins and solid ground 
for their own development and existence. That is 
why what has been done today in the sphere of 
international standardization of national indicators 
is only the first level not the top of the enormous 
work which must be done in every single country 
and in a whole world in behave of increase of 
their convergence and guaranteed provision for 
that level of the mutual subject understanding in 
the world which is only possible on the basis of 
the international standardization of the national 
indicators.

Thus it is rather proposed than excluded that 
all preceding work of the International Statistical 
Institute (ISI), UN’s League of Nations and other 
international organizations which has been made 
during XIX-XX centuries in the field of interna-
tional standardization with regard to the stated 
position should be reconsidered and all used in the 
modern world international standards should be 
re-standardized. Perhaps against the background of 
the statistical standards flaws revealed by a crisis 
the international organizations should initiate and 
perform this very work. And data mining can be 
the main tool for this work. The big picture given 
above shows the need of clean, comparable and 
standardized definitions instead of directed ones 
for acceptable estimations and reliable conclu-
sions. Clean, comparable data and standardized 
definitions lead us the datawarehouse logic or 
data mining infrastructure or basis.

Indicators, proportions, ratios, rates and the 
other kind of statistics can be the first signals 
in case of evaluating them in a proper way. We 

should note that all the raw data, processed data 
must be clear, transparent and has equal definition 
for reliable comparison. Therefore, existing data 
stock can be collect with the same definition and 
standarts. Actually, UN has standard definitions 
for indicators, methodologies and data preparation. 
Eurostat (European Union Statistical Office) has 
standards as well for European Union member 
and candidate countries. Furthermore, Eurostat 
statistical standards are mostly a subset of UN 
standards and widely there are no contradiction 
between UN and Eurostat standarts. Therefore, it 
is easy to merge UN and Eurostat data with some 
little justifications. UN country data infrastruc-
ture can become the base for unified statistical 
indicators datawarehouse. Coordinator can be the 
ISI as mentioned above for much more updated 
scientifically standards. Furthermore, practice of 
counteraction against legalization of statistical 
divergence can be use for occupational objectivity. 
Therefore, practice of disclosure, critical assess-
ment and correction of statistical divergence being 
revealed. The effective tools of counteraction are 
law on legal responsibility and legal protection 
for statisticians (currently not in use).
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KEY TERMs AND DEFINITIONs

Estimation: Actuarial estimations defined as 
estimations on risks and their probable outcomes 
within uncertainty circumstances; estimations of 
current (nominal without regard to risk and mod-
ern imputed) costs of assets being borrowed with 
use of stochastic methods with their documentary 
proved representations in standard forms (usually 
legislatively approved actuarial reports).

Divergence: In other words, statistical diver-
gence estimations for fraud, evasion, manipula-
tion, phantoms, etc. Estimations of deliberately 
unobserved and artificially concealed phenomena 
which register gaps between real and imaginary 
values. For instance, between purchasing power 
parity of currencies and their exchange rates and 
also between real or fictitious capitals (deriva-
tives). Normally they are set with use of two or 

more alternative statistical methods numbers of 
their calculations.

Statistical Learning: Data mining mainly 
has two differet point of views as Statistical and 
Information Technologies. Data mining from 
statistical point of view calls Statistical Learning. 
Statistical Learning let users know what data tells 
instead of subjective sayings.

Data Mining: Collection of evolved statistical 
analysis, machine learning and pattern recognition 
methods via intelligent algorithms which are using 
for automated uncovering and extraction process 
of hidden predictional information, patterns, rela-
tions, similarities or dissimilarities in (huge) data.

Datawarehouse: Special structured database 
which provides fast access to clean (ready to 
analyze) data in all types such as numeric, im-
age, voice etc. together in unified nature. Mainly, 
knows as data provider for data mining and the 
other business intelligence applications.
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INTRODUCTION

Taleb (2007) proposed the Black Swan Theory 
to explain high-impact, hard-to-predict and rare 
events, which are far beyond the realm of normal 
expectations, i.e., black swans. He did not consider, 
however, what to do with the black swan’s cousin, 
the black-necked swan. The black-necked swan, 
unlike the Australia-bound black swan, is born 
covered in white, but its neck gradually darkens 
from 3 months onward. Hence there is the “black-
necked swan problem” concerning whether a given 
swan born white will stay white. And yet, an even 
harder problem is when and where it might pos-
sibly turn black (See Figure 1).

Risk management should take into consider-
ation the possible appearances of these “black 
swans” and “black-necked swans”. Once in a 
while a driver gets a traffic ticket; he/she starts to 
watch out for a few weeks and then forgets about 
everything until another traffic violation. Good 
risk management practice entails active vigilance 
and continuous monitoring of the financial situ-
ation and relevant macroeconomic variables. 
Early warning systems, surveillance technologies, 
and accurate, up-to-date and easily accessible 
databases are important tools to support this kind 
of active risk management.

This chapter describes statistical models 
and methods for on-line surveillance and early 
warning/quick detection of risk associated with 
“black-necked swans” and even “black-swans”. 

AbsTRACT

This chapter gives a review of recent developments in sequential surveillance and modeling of default 
probabilities of corporate and retail loans, and relates them to the development of early warning or 
quick detection systems for managing the risk associated with the so-called “black swans” or their close 
relatives, the black-necked swans.

DOI: 10.4018/978-1-61692-865-0.ch004
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Traditional risk management considers risks 
associated with adverse events that occur with 
substantially higher, albeit small, probability. We 
first give a brief review of a number of important 
ideas in traditional risk management that is mostly 
passive and precautionary in nature. We then 
refine some of these ideas for active risk manage-
ment, which also involves sequential detection of 
structural changes and surveillance of financial 
risks. In this connection, recent advances in on-
line surveillance and sequential detection are also 
reviewed. We conclude with some remarks and 
further discussion of the advantages of active 
over passive risk management in today’s complex 
financial markets.

MEAsUREs OF FINANCIAL RIsKs 
AND THE bAsEL ACCORD

In this section, we first summarize different 
categories of financial risks and commonly used 
risk measures; a classic reference on these topics 
is Jorion (2004). Then we review the regulatory 
background underlying statistical methods for 
risk management, focusing primarily on the Basel 
Accord. The Basel Accord was developed in 1988 
by the Basel Committee on Banking and Supervi-
sion (2005, 2006) and was later widely endorsed 
by banks in G10 countries. It provides a unified 
statistical approach to measuring the risks in banks 
and specifying the amount of capital needed to 
hedge against these risks. The first Basel Accord 
introduced 8% as the minimum solvency ratio, 

defined to be the ratio of capital to risk-weighted 
assets. We focus primarily on the internal ratings 
models, introduced by the second Basel Accord 
(Basel II), which use rigorous statistical models 
to calibrate the solvency ratio for each bank.

Categories of Financial Risks

The main types of financial risks are: market risk, 
credit risk, liquidity risk, operational risk, and legal 
risk. Market risk is the risk that the value of an 
investment, largely equity, interest rate, currency 
or commodity, will decrease due to changes in 
prices and the market. Credit risk is the risk due 
to uncertainty in a counter party’s (also called an 
obligor’s) ability to meet its obligations. Liquidity 
risk is the risk that an asset cannot be sold due 
to lack of liquidity in the market, usually associ-
ated with widening bid-ask spread. Operational 
risk is the risk of loss arising from execution of a 
company’s business functions caused by people, 
procedures or systems. This includes human error 
and fraud. Legal risk is the risk of potential loss 
arising from the uncertainty of legal proceedings, 
such as bankruptcy laws.

Commonly Used Risk Measures

There is no single risk measure that is appropri-
ate for every risk management application. We 
review several measures and briefly summarize 
their pros and cons.

Value at Risk. Value at risk (VaR) is a downside 
risk measure that focuses on losses. It measures 
the maximum loss of a financial institution’s 
position due to market movements over a given 
holding period with a prescribed confidence level. 
Specifically, VaRα = inf{y: P (L > y) ≤ 1 − α}, 
where L denotes the loss. Although it is widely 
used in risk management, VaR is not a coherent 
measure in that it does not satisfy subadditivity, 
e.g., diversification may not reduce VaR.

Figure 1. Black-necked swan
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Expected Shortfall. A coherent measure is a 
function ρ that satisfies the following conditions 
for any two loss variables Z1 and Z2, it satisfies:

• Monotonicity: If Z1 ≥ Z2, then ρ(Z2) ≥ ρ(Z1).
• Sub-additivity: ρ(Z1 + Z2) ≤ ρ(Z1) + ρ(Z2).
• Positive Homogeneity: ρ(αZ) = αρ(Z) for 

α ≥ 0.
• Translation Invariance: ρ(Z + a) = ρ(Z) + 

a for any real number a.

The expected shortfall is a coherent risk mea-
sure that was introduced to address the lack of 
subadditivity of VaR. When the distribution func-
tion of L is continuous, the expected shortfall is 
defined as the conditional expectation of L given 
that it exceeds the 100(1 − α)% VaR.

CrashMetrics. This is a stress-testing tool 
introduced by Wilmott (2006) for evaluating the 
performance of a portfolio of N risk assets over 
a range of large price movements, and is moti-
vated by the pattern of high correlations between 
the asset returns in extreme markets. Letting x 
denote the return on a standard index, e.g., S&P 
500, covering the stock during a crash, the crash 
coefficient ki  of the ith stock is defined by 
DS Si i/ , i.e., the coefficient relating the return 
DS Si i/  on the ith asset to x. Suppose there are 
M contracts available with which to hedge a 
portfolio. Let Di

k  denote the delta of the kth hedg-
ing contract, which is the derivative of the value 
of the contract with respect to the price of the ith 
asset, k=1, …, M, i=1,…, N. Let Gij

k  denote the 
gamma, which is the second partial derivative of 
the value of the kth hedging contract with respect 
to the prices of the ith and jth assets. Denote the 
bid-offer spread by Ck >0, meaning that if one 
buys (sells) the contract and immediately sells 
(buys) it back, one loses the amount Ck . Suppose 
we add a number lk  of each of the available 
hedging contracts to our original position. Our 
portfolio then has a first-order exposure of
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where G is the gamma of the original portfolio 
(see Wilmott (2006, 722)).

Not only does the portfolio change by these 
amounts for a crash of size x but it also loses a 
guaranteed amount
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since we cannot close out new positions without 
losing out on the bid-offer spread. The total change 
in the portfolio with the static hedge in place is
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which represents the exposure to the crash and is 
called the Crash Metric(see Wilmott (2006, 723)).

basel Accord and Internal 
Ratings Model

Unlike Basel I, which sets the capital requirement 
of a debt to be 8% of the total exposure, Basel II 
decomposes the expected credit loss E(Lc) for a 
loan to be E(Lc) = EAD × LGD × P D, where PD 
is the probability of default, LGD is the expected 
loss given default as a fraction between 0 and 1, 
and EAD is the exposure at default. Basel II allows 
each bank to use either a standard model or its 
own internal ratings model. The standard model 
is based on Schonbucher’s model that assumes 
the ith obligor to have standardized asset level



67

Black-Necked Swans and Active Risk Management

V Zi t= + −ρ ρε1  

where Z is a common hidden factor shared by all 
obligors. Default for the ith obligor occurs if Vi < 
k and therefore the default probability is the same 
for all obligors in the same risk class. Letting Ii 
denote the indicator variable of the event {Vi<k}, 
Schonbucher (2000) has shown that for a large 
number M of obligors in the same risk class,
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where Φ denotes the standard normal distribution 
function. This formula is used to set the capital 
requirements for retail loans if the bank adopts 
Basel II’s standard model.

sEqUENTIAL DETECTION 
AND sURVEILLANCE

The risk measures in the previous section are 
used to quantify the risks in a financial system at 
a prescribed time, e.g. one week later in a 1-week 
VaR. Active risk management uses sequential 
surveillance to continuously monitor certain risk 
measures and related market variables so that there 
is minimal delay in detecting abrupt changes in the 
financial system. There is an extensive literature in 
statistics and engineering on the subject of quick 
detection, with low false alarm rates, of an abrupt 
change in the underlying stochastic system that 
generates the observed data.

Beginning with Shewhart’s (1925,1931) 
seminal work on quality control charts, sequential 
change-point detection has evolved from industrial 
quality control to automated fault detection. In 
recent years, the theory has been further extended 
from single to multiple change-points, as in the 
case of surveillance applications. In this section, 
we will review recent developments in three 
major directions of the field, namely, detection 

of a single change-point with known baseline, or 
with unknown baseline, and detection of multiple 
change-points. For active risk management, the 
third direction is most relevant although it is the 
least developed.

sequential Detection with 
Known baseline

We first define the sequential change-point de-
tection problem within a statistical framework. 
Observing a stochastic sequence X1 , X2,... and 
denoting a change-point by ν, we want to test 
the null hypothesis that under P0 , the conditional 
density function of Xn given X1,..., Xn−1 is f0(·|X1, 
· · ·, Xn−1) for every n ≥ 1 against the alternative 
hypothesis that under P(ν), the conditional density 
function is f0 (·| X1, · · ·, Xn-1) for n < ν and f1(·| X1, 
· · ·, Xn−1) for n ≥ ν. When f0 is known, we call it 
known baseline and otherwise unknown baseline. 
Lai (1995,1998) has given a comprehensive re-
view of the case where X1, X2,... are independent. 
Bansal & Papantoni-Kazakos (1986) specialized 
in the case where Xt, t < ν and Xt, t ≥ ν are inde-
pendent of each other but are stationary ergodic. 
The stopping rule is said to be minimax if among 
all rules T with a lower bound on the Average 
Run Length (ARL), E0T ≥ γ, it asymptotically 
minimizes the maximum expected time delay 
(see Lorden (1971)).

Ē1T = ess supν ≥1E [(T − ν + 1) +|X1,…, Xν−1];

The CUSUM scheme introduced by Page 
(1954) can be generalized to
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which is a special case of the more general 
“window-limit GLR scheme” introduced by Lai 
(1995), that assumes the f1 to be indexed by an 
unknown parameter θ:
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This rule has attractive statistical and compu-
tational properties; see Lai (1995) and Lai & Shan 
(1999) for discussion.

sequential Detection when 
Pre- and Post- Change 
Parameters are Unknown

In recent years, there has been much interest in ap-
plying Bayesian models to change-point detection 
when the baselines are not completely defined. 
Bayesian detection of change-points was started by 
Shiryaev (1963,1978) who introduced a geometric 
prior distribution on the unknown change point ν, 
assuming the observations Xt to be independent 
with known density function f0 for t < v, and f1 
for t ≥ v, a loss of c for each observation taken at 
or after v and a loss of 1 for a false alarm before 
v. He used optimal stopping theory to show that 
the Bayes rule triggers an alarm as soon as the 
posterior probability that a change has occurred 
exceeds some fixed level. Since

P n X X R R pn p n p n{ | ,..., } / ( ),
, ,

ν ≤ = + −
1

1

where p is the parameter of the geometric distribu-
tion P {ν = n} = p(1 − p)n−1 and

R f X p f Xp n i i
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n

k

n

,
{ ( ) / ( ) ( )}= −

==
∏∑ 1 0

1

1 ,

the Bayes rule declares at time

N (γ) = inf {n ≥ 1: Rp,n ≥ γ}

that a change has occurred. Pollak (1987) has 
extended Shiryaev’s approach to the case where 
f1 is indexed by an unknown parameter θ, putting 
a prior distribution on this unknown parameter 
and assuming that fθ belongs to an exponential 

family. Lai & Xing (2009b) have recently shown 
how the Bayesian detection rule can be further 
extended to the case where the baseline parameters 
are unknown again assuming the observations 
are independent with density function from an 
exponential family indexed by θ.

Multiple Change-Points and 
sequential surveillance

The extension from single to multiple change-
point detection schemes has made the framework 
more suited to applications in engineering and 
finance, as most of the underlying stochastic 
processes where data are generated in these two 
fields undergo more than one change throughout 
their lifetime. Assume an m-dependent exponen-
tial family

f y y y y y At t t m
T

t t mθ θ θ( | ,..., ) exp{ ( ,..., ) ( )}− − −∝ +1

Suppose that the parameter vector θ may un-
dergo occasional changes such that for t > 1, the 
indicator variables

It := I{θt =θt−1 }

are independent Bernoulli random variables with 
P (It = 1) = p, as in Chernoff & Zacks (1964) and 
Yao (1984). When there is a parameter change 
at time t (i.e., It =1), the changed parameter θt 
is assumed to be sampled from the prior density 
function

π θ µ µ µ θ ψ θ( ; , ) ( , )exp{ ( )}a c a a aT
0 0 0 0 0 0 0= −

where c(a0, µ0) is the normalizing constant. The 
simplicity of this conjugate family plays an im-
portant role in the recursive formulas for the filters 
θt |Yt , letting Yt denote (y1,…, yt ) and Yi,j denotes 
(yi ,…, yj ) for i ≤ j.

As shown by Lai & Xing (2009a) in the case 
when the yi are independent, or earlier by Lai, et 
al. (2005) in autoregressive models, an important 
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variable is the most recent change time Kt up to t, 
i.e., Kt = max{s ≤t: Is =1}. Denoting conditional 
densities by f(|), note that

f Y p f Y K it t it t i t t
i

t

( | ) ( | , ),
,

θ θ= =
=
∑

1

 

where pit = P (Kt = i|Yt ). It follows that

f (θt | Yi,t, Kt = i) = π(θt ; a0 + t − i + 1, Y i,t ),

where Y a y a j ii j k
k i

j
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for j ≥ i. Combining these two equations yields
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We next provide a recursive formula for pit by 
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Combining f (yt |Yi,t−1, Kt = i) with the above 
yields
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where π0,0 = c(a0, µ0) and πi,j = c(a0 + j − i + 1,
Y i,j). As a modification of Shiryaev’s rule that 
stops at the smallest n for which

P (ν ≤ n|Yn ) ≥ δp,c , 

Lai & Xing (2009c) proposed a stopping rule 
which declares at time n that a change-point has 
occurred in the time interval between n − k(p) 
and n if

pin p
i n k p

n

≥
= −
∑ η
( )

,  

and described how the threshold should be chosen. 
For small p, the BCMIX (bounded complexity 
mixture) approximation introduced by Lai & Xing 
(2009a) can be applied to the recursive formulas 
for θt |Yt. The subject of sequential surveillance, 
although still in its infancy, has been recognized 
as a potentially fundamental tool for financial risk 
management (see Frisen (2008)).

PRObAbILITY EsTIMATEs 
FOR EARLY WARNING OF 
IMPENDING ADVERsITY

The preceding sequential detection and surveil-
lance schemes, presented in the simplified model 
of a multi-parameter exponential family, can be 
extended to more complex stochastic models 
and then applied to detect which components of 
a financial system and which factors in the ex-
ternal market have undergone adverse structural 
changes. This is an important ingredient of active 
risk management proposed by Lai & Xing (2010). 
Another important ingredient of active risk man-
agement is early warning of impending financial 
distress or crisis so that the financial institution can 
avert severe damage or disaster. The importance 
of these early warning systems (EWS) is widely 
recognized after the recent financial crisis. We 
first give a brief review of the literature on EWS 
and then describe a new statistical approach to 
this problem.

An Overview of Early 
Warning systems

Whereas quick detection and sequential surveil-
lance are related to detecting change- points after 
their occurrence, the problem of early warning 
is to use relevant data and Bayesian modeling to 
evaluate the probability of adverse events, issuing 
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early warnings when the probability exceeds some 
threshold. In the field of industrial quality control 
that motivated much of the work of sequential 
change-point detection, control charts with warn-
ing lines were introduced by Dudding & Jennett 
(1942), who proposed to draw warning lines 
within the control limits of the Shewhart control 
chart, declaring the occurrence of a change-point 
if k out of a sequence of n consecutive points fall 
outside the warning lines; see also Weiler (1954) 
and Ishikawa (1982). Although financial EWS 
are much more complex than these control charts 
with warning lines, the underlying principles are 
similar. Whereas the objective of Shewhart’s 
(1925,1931) control chart is to signal that the 
system is no longer in a state of statistical control, 
the warning lines within the control limits serve 
to give warning that the system appears to be 
progressing towards the out-of-control state. The 
warning suggests that corrective action should be 
taken to reverse such progression.

The currency crises in the 1990s, starting with 
the European currency crises in 1992, followed 
by the Mexican peso crisis in 1994, and culmi-
nating with the Asian currency crises in 1997-98 
and the Russian currency crisis in 1998, led to 
various attempts to construct EWS for predict-
ing the probability of the next crisis. Economic 
theories providing explanations for such crises 
had been proposed by Krugman (1979), Flood 
& Garber (1984), Velasco (1987), Blackburn & 
Sola (1993), Gerlach & Smets (1995), Ozkan & 
Sutherland (1995), and Eichengreen et al. (1995). 
Based on these theories, EWS for financial crises 
were initially designed to monitor macroeconomic 
fundamental variables and to predict a potential 
financial crisis within a relatively long time hori-
zon (e.g., a year), and subsequently to address fast 
deterioration in economic conditions. Examples 
of the former are Eichengreen et al. (1996) using 
probit models, and Edwards (1998) using GARCH 
models of volatility. Examples of the latter include 
Oh et al. (2006), Lin et al. (2008), and Koyuncugil 
& Ozgulbas (2008,2009). These papers use data 

mining and machine learning algorithms such as 
neural networks, genetic algorithms, fuzzy logic, 
classification and regression trees, hierarchical 
cluster analysis, and segmentation algorithms. 
Recent advances in statistical learning algorithms 
such as Friedman’s (2001) gradient boosting, 
Tibshirani’s (1997) Lasso and its enhancements 
provide powerful tools to develop the next gen-
eration of EWS, as described by Lai & Xing 
(2010). Here we briefly introduce an empirical 
Bayes methodology introduced in the last decade 
which offers a new approach to constructing EWS, 
details of which are given in Lai & Xing (2010).

Modeling Default Probabilities 
for Retail and Corporate Loans

An example of empirical Bayes models for early 
warning of adverse events in financial risk man-
agement is PD (probability of default) modeling 
required by Basel II for a bank’s internal models 
for measuring its credit risk. Lai & Wong (2009) 
have recently proposed a Markovian time series 
model that incorporates covariates intrinsic to the 
phenomenon of payment delinquency for retail 
loans. For retail loans, default means delinquency, 
i.e., overdue payment for longer than 90 days. 
For corporate loans, default means bankruptcy of 
the obligor. The default probabilities of corporate 
bonds, which are liquid instruments traded at a 
large daily volume, are estimated by three credit 
rating agencies, namely, Moody, Standard & Poor, 
and Fitch, and are used to produce assessments 
of the financial health of a company. A class of 
default probability models called reduced-form 
models relies heavily on the covariates of a firm 
to model the default intensity function. A powerful 
approach to this modeling problem is empirical 
Bayes via generalized linear mixed models, ex-
tending the work of Lai & Wong (2009); details 
can be found in Lai & Xing (2010). An important 
set of covariates, introduced by Altman (1968) 
and Altman & Hotchkiss (2006), includes the 
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following accounting ratios that are often called 
Altman’s Z scores:

• X1 = Working capital/Total assets

Total assets is the sum of all tangible assets of 
the firm while the working capital is the differ-
ence between current assets and current liabilities; 
hence X1 measures the net liquid assets of the firm 
relative to the total capitalization.

• X2 = Retained earnings/Total assets

Retained earnings refer to the gross balance 
of the firm throughout its life; firms with high X2 
levels finance their assets mostly with plowed-
back profits without issuing too many debts.

• X3 = Earnings before interest and taxes/
Total assets

This is a measure of the net productivity of 
the firm’s assets before taxes.

• X4 = Market value of equity/Book value of 
total liabilities

This measure tells the relative health of a firm, 
noting that X4 < 1 means default.

• X5 = Sales/Total assets

This is the capital turnover ratio and quantifies 
the sales generating ability of the firm’s assets.

CONCLUsION

The modeling and operational issues of risk man-
agement have attracted widespread attention and 
discussion after the recent financial turmoil, but for 
how long would this public awareness last? Sup-
posedly, black-necked swans may be born at any 
time, and the practice of active risk management 

should adapt accordingly. Disaster has manifested 
itself in different forms in the past, and provided 
valuable lessons and insights to avert, or at least 
adequately respond to them in the future. This is 
the objective of active risk management, which 
needs the support of surveillance technologies and 
early warning systems and which is the theme of 
Lai & Xing’s (2010) forthcoming book.
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KEY TERMs AND DEFINITIONs

Black-Necked Swan: Impending rare events
Change Point: A deviation in stochastic 

process
Multiple Change-Point: possibly more than 

one change-point.
Altman Z-scores: Selected accounting ratios 

reflecting corporate health
Default: Corporate debt exceeding capital
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Basel Accord: International banking agree-
ment on capital reserve for loan underwriting

Sequential Detection: Detection of faults 
or other change-points on-line, i.e., during the 
system’s operation
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INTRODUCTION

The financial crisis and keep away from risk have 
affected nearly all countries and firms. The last 
financial crisis that began in the latter half of 2008 
has been called by leading economists the worst 
financial crisis since the Great Depression of the 
1930s. This global financial crisis caused to the 

failure of key businesses, declines in consumer 
wealth estimated in the trillions of U.S. dollars, 
a significant decline in economic activity, de-
crease liquidity, and increase risk. World Bank 
reported that rates of average economic growth 
in the developing world declined from 6.4 to 4.5 
percent in 2009, according as global financial 
crises (WB, 2009a). Also, firms have affected in 
different degrees, depending on their size, loca-
tion and risk features. In such a context, small and 

AbsTRACT

Risk management has become a vital topic for all enterprises especially in financial crisis periods. All 
enterprises need systems to warn against risks, detect signs and prevent from financial distress. Before 
the global financial crisis that began 2008, small and medium-sized enterprises (SMEs) have already 
fought with important financial issues. The global financial crisis and the ensuring flight away from risk 
have affected SMEs more than larger enterprises When we consider these effects, besides the issues of 
poor business performance, insufficient information and insufficiencies of managers in finance education, 
it is clear that early warning systems (EWS) are vital for SMEs for detection risk and prevention from 
financial crisis. The aim of this study is to develop and present a financial EWS for risk detection via data 
mining. For this purpose, data of SMEs listed in Istanbul Stock Exchange (ISE) and Chi-Square Automatic 
Interaction Detector (CHAID) Decision Tree Algorithm were used. By using EWS, we determined the 
risk profiles and risk signals for risk detection and road maps for risk prevention from financial crisis.
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medium-sized enterprises (SMEs) that have heavy 
dependence on bank credit, and limited recourse 
to finance affected more then bigger firms.

SMEs are defined as independent firms which 
employ less than a given number of employees. 
In general, one of three defining measurements is 
used for statistical definitions of a SME; number 
of employees, turnover, and the size of the balance 
sheet. These measurements vary across national 
statistical systems. For example, the most frequent 
upper limit is 250 employees, as in European 
Union, while the United States considers SMEs 
to include firms with fewer than 500 employees. 
Financial assets are also used to define SMEs. 
In Europe, firms with annual turn-over less than 
€50 million or with annual balance sheet less than 
€43 million are defined as SMEs. SMEs play a 
significant role in all economies and are the key 
generators of employment and income, and drivers 
of innovation and growth. Access to financing is 
the most significant challenges for the creation, 
survival and growth of SMEs, especially innova-
tive ones. The problem is strongly exacerbated 
by the financial and economic crisis as SMEs 
have suffered a double shock: a drastic drop in 
demand for goods and services and a tightening 
in credit terms, which are severely affecting their 
cash flows (OECD, 2009a). As a result, all these 
factors throw SMEs in financial distress.

Risk management has become a vital topic 
for all institutions, especially for SMEs, banks, 
credit rating firms, and insurance companies. The 
financial crisis has pushed all firms to active risk 
management and control financial risks. Strate-
gically, asset/liability management systems are 
important tools for controlling a firm’s financial 
risks. But, it is not enough for to understand and 
manage the financial risks that can cause insol-
vency and distress. Managers need also to manage 
operational risks that can arise from execution 
of a company’s business functions, and strategic 
risks that can undermine the viability of their 
business models and strategies or reduce their 

growth prospects and damage their market value 
(Berliet, 2009).

All enterprises need Early Warning System 
(EWS) to warn against risks and prevent from 
financial distress. But, when we consider the is-
sues of poor business performance, insufficient 
information and insufficiencies of managers in 
finance education, it is clear that EWS is vital 
for SMEs. Benefits of an EWS can summarize 
as early warning before financial distress, road 
maps for good credit rating, better business deci-
sion making, and greater likelihood of achieving 
business plan and objectives.

The aim of this chapter is to present an EWS 
based on data mining. For this purpose, an EWS 
model was developed for SMEs for risk detec-
tion and an implementation was presented for 
demonstration of EWS. Data of SMEs listed in 
Istanbul Stock Exchange (ISE) and Chi-Square 
Automatic Interaction Detector (CHAID) Deci-
sion Tree Algorithm were used for implementation. 
Remaining of this chapter is organized as follows: 
Section 2 presents definition and financial issues 
of SMEs. Section 3 contains impacts of financial 
crisis on SMEs. In Section 4, EWSs are presented 
as a solution for SMEs. Implementation of data 
mining for early warning system and methodology 
is presented in Section 5. Section 6 provides the 
results of the study. Concluding remarks, future 
implementations based on EWS and strategies 
were suggested in the Conclusion Section.

sMEs AND FINANCIAL IssUEs

SMEs are defined as enterprises in the non-finan-
cial business economy (NACE, Nomenclature 
statistique des activités économiques dans la Com-
munauté européenne (Statistical classification of 
economic activities in the European Community)) 
that employ less than 250 persons. The comple-
ments of SMEs - enterprises that employ 250 or 
more persons -are large scale enterprises (LSEs). 
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Within the SME sector, the following size-classes 
are distinguished:

• Micro enterprises, employing less than 10 
persons

• Small enterprises, employing at least 10 
but less than 50 persons

• Medium-sized enterprises that employ be-
tween 50 and 250 persons.

This definition is used for statistical reasons. In 
the European definition of SMEs two additional 
criteria are added: annual turnover should be less 
than 50 million €, and balance sheet total should 
be less than 43 million € (Commission Recom-
mendation, 2003/361/EC).

When overall world economy is considered, 
it is noted that SMEs constitute 95% of total en-
terprises in the world (OECD, 2009b). According 
to the Annual Report on EU Small and Medium 
Sized Enterprises, 99.8% of the enterprises are 

defined as SMEs and employ approximately 
88 million people in the European Union (EU-
27: Austria, Belgium, Bulgaria, Cyprus, Czech 
Republic, Denmark, Estonia, Finland, France, 
Germany, Greece, Hungary, Ireland, Italy, Latvia, 
Lithuania, Luxemburg, Malta, the Netherlands, 
Poland, Portugal, Romania, Slovakia, Slovenia, 
Spain, Sweden and the United Kingdom) in 
2007. There were over 20 million enterprises in 
the European Union in 2007. Only about 43,000 
of these were large scale enterprises (LSEs), i.e. 
0.2% of all enterprises. Within the SME sector, the 
vast majority (92%) are micro enterprises, hav-
ing less than 10 occupied persons. So, the typical 
European firm is a micro firm. There are about 1.4 
million small enterprises, representing 7% of the 
total stock. About 1% of all enterprises (220,000) 
are medium-sized enterprises (Audretsch, et al., 
2009). The numbers and percentage of SMEs in 
some countries can be seen in Table 1

Table 1. Numbers of enterprises in some countries 

COUNTRIES YEAR
ENTERPRISES

MICRO SMALL MEDIUM SMEs LSEs TOTAL

Numbers

Iceland 2004 21,700 900 100 22,700 100 22,800

Switzerland 2004 260,000 30,000 5,000 294,000 1,000 295,000

Norway 2004 214,000 17,000 2,000 233,000 1,000 234,000

Liechtenstein 2001 5,500 4,500 3,500 13,500 2,500 16,000

USA 2005 14,049,000 468,000 191,000 14,709,000 36,000 14,745,000

Japan 2001 n/a n/a n/a 4,690,000 13,000 4,703,000

EU-27 2007 18,788,000 1,402,000 220,000 20,409,000 43,000 20,452,000

Percentage (%)

Iceland 2004 95 4 0 100 0 100

Switzerland 2004 88 10 2 100 0 100

Norway 2004 92 7 1 100 0 100

Liechtenstein 2001 34 28 22 84 16 100

USA 2005 95 3 1 100 0 100

Japan 2001 n/a n/a n/a 100 0 100

EU-27 2007 92 7 1 100 0 100

Source: EIM on the basis of EUROSTAT
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Beside the vast majority of enterprises are 
SMEs, SMEs grow faster then LSEs. As can be 
seen in Table 2, during the period under consid-
eration (2002-2007), the number of SMEs grew 
by 11% or over 2 million, and the number of large 
enterprises by 4%, which is equivalent to 2,000.

SMEs are the backbone of all economies. The 
direct contribution of SMEs to economic wealth 
can be measured by their contribution to turnover 
(or gross premiums written) or to value added. In 
EU countries turnover is about equal in all SMEs 
size classes. As Table 3 shows, turnover or gross 
premiums written is about 4.5 thousand billion 
Euro, and in percentages roughly 20% in each 
classes. The distribution of micro, small and 
medium-sized enterprises to value added is: 21%-
19%-18%. The contribution of micro, small and 
medium-sized enterprises to employment is 30%-
21%-17%. These statistics show that total percent-
age of turnover or gross premiums written is 58%, 
value added at factor cost is 58%, and number of 
employees is 67% in SMEs. So, it is clear that the 
contributions of SMEs to economic wealth are 
higher than LSEs in Europe. But when we compare 
the labour productivity, it’s seen that SMEs have 
a lower labour productivity than large enterprises. 
Thus, SMEs contribute a considerably lower share 
to value added (58%) than to employment (67%).

In OECD counties, it is accounting that SMEs 
constitute 97% of total enterprises, between 40 
and 60% of GDP, and up to 70% of employment 
(OECD, 2005). Also, in Turkey, SMEs play a 
major role in Turkish economy and constitute 
99.89% of total enterprises, account for 77% of 

total employment, and 38% of total value added 
(TSI, 2002).

Before the global financial crisis, SMEs have 
already fought with important issues. Access to 
financing is the most significant issue of SMEs. 
When we review the scientific studies and the 
reports about SMEs, it is seen that the majority of 
the studies findings match up with these issues. We 
present some of these studies to underline these 
issues and emphasize the financial perspective 
of SMEs.

The study of Beck, et al. (2008) was conducted 
for characterizing bank financing to SMEs around 
the world. They used data from a survey of 91 banks 
in 45 countries. They found that banks perceived 
the SME segment to be highly profitable, but per-
ceived macroeconomic instability in developing 
countries and competition in developed countries 
as the main obstacles. Summary of results and 
suggestions of the study are:

• To serve SMEs banks have set up dedicat-
ed departments and decentralized the sale 
of products to the branches.

• Loan approval, risk management, and loan 
recovery functions remain centralized.

• Compared with large firms, banks are less 
exposed to small enterprises, charge them 
higher interest rates and fees, and experi-
ence more non-performing loans from 
lending to them.

• There are some differences in SMEs fi-
nancing across government, private, and 
foreign-owned banks — with the latter be-

Table 2.Number of enterprises by size, EU-27, 2002-2007 

enterprIses number of enterprIses change

2002 2007 Number %

SMEs 18,348,000 20,409,000 2,062,000 11

LSEs 41,000 43,000 2,000 4

TOTAL 18,389,000 20,452,000 2,063,000

Source: EIM on the basis of EUROSTAT
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ing more likely to engage in arms-length 
lending — the most significant differences 
are found between banks in developed and 
developing countries.

• Banks in developing countries tend to be 
less exposed to SMEs, provide a lower 
share of investment loans, and charge 
higher fees and interest rates.

• The lending environment is more impor-
tant than firm size or bank ownership type 
in shaping bank financing to SMEs.

The latest survey of The Observatory of Euro-
pean SMEs that established for monitoring of the 
economic performance of SMEs in Europe was 
carried out end of 2006 and early 2007 in EU 27 
counties, and as well as in Norway, Iceland and 
Turkey. Besides, general characteristics of firms, 
perceptions on business competition, human 
resources problems, data on internationalization 
and innovation constraints, ıssues of SMEs were 
reported by this survey (The Observatory of 
European SMEs, 2007). The main findings are:

• Exports: Fewer than one in ten EU SMEs 
(8%) reported turnover from exports, 
which was significantly lower than the re-
spective share of large enterprises (28%). 
The main export obstacle for SMEs was 
the lack of knowledge of foreign markets 
(13% of exporting SMEs mentioned this as 
their prime obstacle), followed by import 
tariffs in destination countries and the lack 
of capital (both 9%).

• Relocation/Subsidiaries Abroad: Only 5% 
of EU SMEs have reported that they have 
subsidiaries or joint ventures abroad. These 
foreign business partnerships seem to have 
a positive direct impact on employment in 
the home countries of EU SMEs: 49% of 
the involved SMEs confirmed that their 
partnership does not affect employment 
in their home country, while 18% reported 
that it increases and 3% that it decreases 
their respective employment in the home 
country. The main reason for SMEs to in-
vest abroad is the geographic proximity as 
supplier to other enterprises.

Table 3. Turnover of enterprises, EU-27, 2007 

UNIT ENTERPRISES

MICRO SMALL MEDIUM SMEs LSEs TOTAL

Levels

Turnover or 
gross premi-
ums written

mln € 4,402,000 4,504,000 4,564,000 13,471,000 9,917,000 23,388,000

Value added at 
factor cost mln € 1,251,000 1,132,000 1,070,000 3,453,000 2,537,000 5,990,000

Number of 
employees units 38,890,000 27,062,000 21,957,000 87,909,000 42,895,000 130,805,000

Percentages

Turnover or 
gross premi-
ums written

% 19 19 20 58 42 100

Value added at 
factor cost % 21 19 18 58 42 100

Number of 
employees % 30 21 17 67 33 100

Source: EIM on the basis of EUROSTAT
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• Strategies against Increasing Competition: 
While two thirds of SMEs in the EU be-
lieve that competition in their markets has 
increased over the past two years, the pri-
mary strategy of SMEs to face increasing 
competition is the improvement of product 
quality. SMEs would only consider in last 
resort strategies to increase working hours, 
looking for new markets abroad or cutting 
production costs.

• Innovation: New products in enterprise 
portfolio: About 3 in 10 SMEs indicated 
that they have new products or that they 
do have income from new products. The 
share of SMEs which reported innovations 
is higher in the old EU Member States than 
in the new Member States.

• Barriers to Innovation: SMEs regard four 
factors as constituting equally important 
barriers to innovation: problems in access 
to finance, scarcity of skilled labour, a lack 
of market demand and the high cost of hu-
man resources.

• Energy Efficiency: Comprehensive sys-
tems for energy efficiency are much less 
in place in SMEs (4%) than in large enter-
prises (19%); the same applies for simple 
measures to save energy, which are used by 
30% of SMEs but 46% of large enterprises.

• Dependency from Regional Markets: The 
survey confirms that SMEs (89%) are 
much more dependant on the regional la-
bour market than large enterprises (77%).

• Availability of an Appropriate Workforce: 
More than half of SME managers said 
that they have recruitment problems. A 
primary problem is the availability of an 
appropriate workforce; excessive wage 
demands are a relatively distant second 
issue. Finding and hiring the appropriate 
workforce is a challenge for many SMEs 
in the EU. Especially in the new Member 
States, a significant number of jobs remain 
unfilled.

• Administrative Regulations: Beyond the 
limitations of the demand side, the most 
important individual business constraint 
reported by SMEs is the compliance with 
administrative regulations; 36% of EU 
SMEs reported that this issue constrained 
their business activities over the past two 
years. This judgment is linked to the ap-
praisal that 44% of SMEs consider them-
selves as operating in an over-regulated 
environment. Furthermore, SMEs perceive 
an overall deterioration in terms of admin-
istrative regulations.

Economic stagnation, high inflation, insta-
bility, frequent change in economic measures, 
globalization, access to finance, low competitive 
power have effected financial risk and financial 
performance of SMEs According to European 
Commission (2003), main financial issues of 
SMEs are:

• Many SMEs have consistently considered 
access to finance to be a problem. This re-
lates to access to equity as well as access to 
debt financing.

• In spite of the growing importance of alter-
native sources of debt financing, the ma-
jority of European SMEs still depend on 
banks and this is not expected to change in 
the near future.

• In most countries, the importance of short-
term financing is usually higher for SMEs 
than for large enterprises, a feature that 
correlates to the need of SMEs for (rela-
tively) more working capital.

• The majority of SMEs maintain a relation-
ship with just one bank, usually covering a 
relatively small credit amount (< 100,000 
euro).

• Concerning the costs of financing, SMEs 
have a competitive disadvantage compared 
to LSEs. Usually interest rates as well as 
bank charges are higher to SMEs.
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• The reasons for not obtaining bank financ-
ing differ between size classes: lack of col-
lateral mostly affects micro and small en-
terprises, while poor business performance 
and insufficient information are the main 
reason for medium-sized firms,

• Poor business performance,
• Insufficient information,
• Insufficiencies of managers in finance 

education.

Financing has always been a key area of 
work for the OECD Working Party on SMEs 
(WPSMEE). In June 2004, the theme Financ-
ing Innovative SMEs in a Global Economy was 
discussed by Ministers at the 2nd OECD SME 
Ministerial Meeting in Istanbul. In March 2006, 
the Brasilia Conference on Better Financing for 
Entrepreneurship and SME Growth assessed the 
SME “financing (debt and equity) gap”. The 
OECD Brasilia Action Statement for SME and 
Entrepreneurship Financing, which was issued 
at the end of the Conference, stressed that the 
financing gaps are not insurmountable and can be 
mitigated by a series of actions. The WPSMEE 
has been pursuing research in this area and carried 
out work in 2007-2008 on Financing Innovative 
and High Growth SMEs. In late October 2008 
on the occasion of its 34th Session WPSMEE 
delegates engaged in a preliminary exchange of 
views on the impact of the global crisis on SME 
and entrepreneurship financing, and discussed 
the strategies so far adopted by governments in 
dealing with the problem and what should be done 
next (OECD, 2009c).

Paranque (1995) aimed to show that the 
terms of the debate on the capitalization of small 
manufacturing firms ought to be clarified. Author 
called these firms as undercapitalized, because 
in relative terms their capital spending is often 
similar, or even greater, than that of their larger 
competitors. Earnings of these firms are depleted 
by the higher depreciation charges for maintaining 
their fixed assets. Also, undercapitalization is due 

to the fact that firms in this category have poor 
access to capital markets.

Danset, et al. (1998) examined the financial 
structures and performance of SMEs versus LSEs 
by using BACH data bank which is the most ad-
vanced publicly available database for compari-
sons in this field. Study covered the period 1990-
1996 and concerned 9 countries, namely Austria, 
Belgium, France, Germany, Italy, Portugal, Spain, 
Japan and United States. The results showed that 
there was no link between financial structure and 
profitability that used as performance indicator.

Maher, et al (2000) examined some of the 
strengths, weaknesses, and economic implications 
associated with various corporate governance 
systems in OECD countries. Then discussed the 
various mechanisms employed in different systems 
(e.g. the market for corporate control, executive 
remuneration schemes, concentrated ownership, 
and cross-shareholdings amongst firms) and assess 
the evidence on whether or not they are conducive 
to firm performance and economic growth. For ex-
ample, they showed how the corporate governance 
framework can impinge upon the development of 
equity markets, R&D and innovative activity, and 
the development of an active SME sector, and thus 
impinge upon economic growth. Several policy 
implications are identified.

Sogorb (2001) aimed to test the relevance of 
the different financing theories for explaining 
capital structure choice in the Small and Medium 
Enterprises (SMEs) sector. They carried out an 
empirical analysis over a panel data of 3962 
non – financial Spanish SMEs. Results showed 
that the financing decision in these companies 
could be explained by the main capital structure 
theories: Fiscal Theory, Trade – Off Theory and 
Pecking Order Theory. Among all these theories, 
some caveats are worth to be stressed and the 
hierarchically theory seems to fit completely in 
the explanation of SMEs debt policy.

Requejo (2002) aimed to examine the impor-
tance of the different theoretical proposals that 
explain a firm’s capital structure. The contrast 
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was carried out from a structural equation model 
on the database of the Business Strategies Survey 
for Spanish firms in 1998. The results revealed 
a greater importance in financial constraints as 
determinants of capital structure, in the sense that 
SMEs together with firms not belonging to any 
business group, recently created firms and those 
with a smaller market share have less possibility 
of deferring required investments and leverage. 
The preference for internal financing and the 
average debt ratio of the sector were also capital 
structure determinants.

Arias, et al. (2003) provided an empirical ex-
amination of the pecking order theory on capital 
structure in the field of Small and Medium En-
terprises (SMEs). Results showed that firms that 
have many growth opportunities and small cash 
flows had more debt in their capital structure. 
These results didn’t change when different SME 
definitions or sample sizes were used.

Bukvik and Bartlett (2003) aimed to identify 
financial problems that prevented the expansion 
and development of SMEs in Slovenia, Bosnia and 
Macedonia. In their studies, they applied a survey 
on 200 SMEs which was active in 2000-2001. As 
a result of the study; the major financial problems 
of SMEs in these countries were defined as high 
cost of capital, insufficient financial cooperation, 
the bureaucratic processes of banks, SMEs’ lack 
of information on financial subjects and delay in 
the collection of the payment.

Abouzeedan and Busler (2004) reviewed the 
firm performance models and pointed out their 
individual strengths and weaknesses that would 
help both academic researchers and professional 
users to understand and appreciate how and when 
to use these various models. They divided theoreti-
cal models for Small and Medium-size Enterprise 
(SME) performance into two categories. First 
part was firm dynamics theories and performance 
prediction models, like Stochastic Theories, 
Learning Model Theories and Hazard Modeling 
Theories. In the second part they examined the 
performance prediction models of SMEs, which 

include Z-Scores, ZETA-Scores, Neural Networks 
(NN) and the SIV models, among others.

Ogujiuba, et al. (2004) discussed the critical 
causes of the risk-averse behavior of banks in 
funding small and medium enterprises (SMEs) in 
Nigeria, monetary policy and financial stability 
implications of SMEs “Credit Crunch” were evalu-
ated. This paper showed that capital matters for 
the response of bank lending to economic shocks 
and highlights the need for a sound, stable and 
efficient financial sector to assist SMEs.

Bhaird, et al. (2005) presented an empirical 
examination of firm characteristic determinants of 
the capital structure of a sample of 299 Irish small 
and medium sized firms. The results suggested 
that age, size, level of intangible activity, owner-
ship structure and the provision of collateral are 
important determinants of the capital structure in 
SMEs. Seemingly Unrelated Regression approach 
(SUR) was used to examine industry effects and 
to test the stability of parameter estimates across 
sectors. Results suggested that the influence of 
age, size, ownership structure and provision of 
collateral were constant across SMEs.

Sormani (2005) researched the financial prob-
lems of small businesses in the UK. The study 
emphasized the cash flow and unpaid invoices 
of SMEs. According to this study, there were two 
main suggestions for SMEs in UK. First one was 
managing cash flow for the financial health of 
SMEs, and the other one was taking into account 
the time between issuing an invoice and receiving 
payment in order to run efficiently.

Daskalakis and Psillaki (2005) aimed to obtain 
the main determinants of capital structure of Small 
and Medium Enterprises (SMEs) for Greece and 
France, and compare and analyze any emerging 
differences between the two countries. They 
applied panel data methodology on the Greek 
and French firms, derived from the ICAP and 
the DIANE databases respectively. The results 
showed that the SMEs in both countries seem to 
behave in a very similar way. Specifically, for both 
countries, the asset structure and the profitability 
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seem to have a negative relationship with the firm 
leverage, whereas the firm size and growth were 
positively related to their debt ratio. The main 
conclusion was that there were great similarities 
in the determinants of the SMEs’ capital structure 
for Greece and France.

Larsen and Bjerkeland (2005) analysed the 
differences of unexpected loan losses between 
SMEs and LSEs in Norway. Study covered all 
companies in the period of 1998-2001. Results 
showed that unexpected loan losses have been 
lower for loans to SMEs than for those to LSEs.

Bitszenis and Nito (2005) determined the 
financial problems of SMEs while evaluating 
the obstacles and problems encountered by en-
trepreneurs in Albania. It was determined that the 
most important financial problems were lack of 
financial resources and taxation faced by SMEs 
in Albania.

Mohnen and Nasev (2005) examined firm 
growth in the German SME-sector using a sample 
of companies obtained by a survey of two well 
known German SME networks – Arbeitsge-
meinschaft selbstandiger Unternehmer (ASU) 
and Bundesverband Junger Unternehmer (BJU). 
Results showed that growth was negatively related 
to firm size and age. This study confirmed that 
firms under limited liability displayed higher 
growth rates than firms under full liability. Also 
the results showed that the human capital of em-
ployees and the entrepreneur had a significant 
impact on growth.

Sarno (2005) presented how small and medium 
enterprises located in the less developed regions 
of Southern Italy face higher liquidity constraints 
compared to the firms in the Central-Northern 
Italian regions. The results showed the existence 
of a bottleneck of financial resources devoted 
to current finance production that limits the ac-
cumulation of working capital even when faced 
with favorable market opportunities.

Sanchez and Marin (2005) analyzed the 
management characteristics of Spanish SMEs 
according to their strategic orientation and the 

consequences in terms of firm performance and 
business efficiency. The study was conducted 
on 1,351 Spanish SMEs. The results confirmed 
the expected relationship between management 
characteristics and performance of SMEs in Spain.

Sogorb-Mira (2005) aimed to test how firm 
characteristics affect Small and Medium Enter-
prise (SME) capital structure. They carried out 
an empirical analysis of panel data of 6482 non-
financial Spanish SMEs during the five years pe-
riod 1994–1998. Results suggested that non-debt 
tax shields and profitability were both negatively 
related to SME leverage, while size, growth op-
tions and asset structure influence positively SME 
capital structure.

Tagoe, et al. (2005) examined the impact of 
financial sector liberalization policies on finan-
cial management of SMEs in Ghana by using six 
case studies. It was found that the main financial 
challenge facing SMEs was access to affordable 
credit over a reasonable period.

Tsuruta, et al. (2005) aimed to find the fac-
tors that affected the distress of SMEs in Japan. 
Data was obtained from Credit Risk Informa-
tion Database for SMEs during 1996-2002. The 
study covered 2787 bankrupt firms. According 
to analysis the higher trade credit ratio and lower 
trade credit growth rate have negative effects to 
survive of the distressed firms.

Bhaird, et al. (2006) presented an empirical 
description of the capital structures of a sample 
of 299 Irish small and medium sized enterprises. 
The sources of finance used by respondents were 
delineated by internal and external sources and 
viewed through a life cycle model. Multivariate 
regression results indicated that there were rela-
tionships between age, size, sector and intangible 
assets and the means of collateral used to secure 
debt financing. Also they reported SME owners’ 
attitudes towards and perception of sources of 
finance. It was found that the respondents’ desire 
for independence and control, and the perceived 
lack of information asymmetries in debt markets 
were explained the financing choices of SMEs.
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Canovas and Solano (2006) analyzed the ef-
fect of banking relationship on interest rates and 
probability that guarantees must be provided in a 
sample of SMEs. Data obtained from Sistema de 
Analisis de Balances Espanoles (SABE) Database 
during 1999–2000 and study covered 184 SMEs. 
ANOVA test was used for analysis. The results 
indicated that SMEs that work with fewer banks 
obtain debt at a lower cost. The study seemed to 
suggest that concentrated banking relationships 
reduce the uncertainty of leading to risky firms.

Klapper, et al. (2006) tested competing theories 
of capital structure choices using firm-level data 
on firm borrowings. The study covered privately 
owned, young and small and medium sized enter-
prises concentrated in the service sector. Statistical 
tests found a positive firm size effect on financial 
intermediation. Larger firms had higher leverage 
ratios (both short term and long term), including 
higher use of trade credit. There was also a negative 
influence of profitability on leverage ratios. Also, 
firms operating in a competitive environment had 
higher leverage ratios. It was found that SMEs 
were very active in creating jobs. Results sug-
gested a new type of firm that was more market 
and profit-oriented.

Nguyen, et al. (2006) aimed to identify the 
determinants influencing the capital structure of 
SMEs in Vietnam. Results showed that SMEs 
employ mostly short-term liabilities to finance 
their operations. The capital structure of SMEs was 
positively related to growth, business risk, firm 
size, networking, and relationships with banks; 
but negatively related to tangibility.

Koyuncugil and Ozgulbas (2006a) emphasized 
the financial problems of SMEs in Turkey, exam-
ined their suggestions on solutions in addition to 
the stock markets of SMEs, and expressed that 
the first step to solve problems was to identify the 
financial profiles of SMEs. Researchers identified 
the financial profiles of SMEs with the method 
of data mining by using the data of 135 SMEs in 
Istanbul Stock Exchange (ISE). As a result of the 
study, the most important factor that affects the 

financial performance of SMEs was determined 
as the capital structure of finance. At the end of 
the study, the basic suggestion towards the SMEs 
is concentrated on debt financing to increase the 
financial performance.

In another study that was realized by Koyun-
cugil and Ozgulbas (2006b) on operations of SMEs 
in ISE; a criterion of the financial performance for 
SMEs were identified due to factors that affects 
the financial risk and performance of SMEs. As 
a result of the study, return on equity was deter-
mined as a criterion for the measurement of the 
financial performance of SMEs.

Once again in another study, that was hold 
by Koyuncugil and Ozgulbas (2006c) on opera-
tions of SMEs between the years of 2000-2005 
in ISE; the identification of the financial factors 
that affected the financial failures of SMEs was 
aimed. CHAID (Chi-Square Automatic Interaction 
Detector) Decision Tree Algorithm was used in 
the study. The result of the study was identified as 
the financial failure of SMEs was affected by the 
productivity of equity, profit margin, the admin-
istration of payments and the finance of tangible 
assets. In various studies that were realized by 
Ozgulbas and Koyuncugil (2006) and Ozgulbas, 
Koyuncugil & Yilmaz (2006) with the same set 
of data, showed that the success of the firms were 
not only based on the financial strength of SMEs, 
but also based on the scale of the SMEs such as 
the higher success of middle scale firms than the 
small scale firms.

Inegbenebor (2006) focused on the role of 
entrepreneurs and capacity to access and utilize 
the fund of SMEs in Nigeria. The sample of study 
was consisted of 1255 firms selected to represent 
13 identified industrial subsectors. The results of 
the study were showed that the capacity of SMEs 
to access and utilize the fund were weak in Nigeria.

Kang (2006) analyzed the role of the SMEs in 
Korean economy. According to the study, SMEs 
have been hit hard by the economic slowdown 
and also faced some deep structural problems. 
The main financial problem of SMEs in Korea 
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was heavy dept financing. Many SMEs are over-
burdened with debt. Also SMEs are saddled with 
excess capacity, and they suffer from growing 
overseas competition. All these factors are affected 
the profitability of SMEs in Korea.

Lopez (2007) attempted to create an objective 
model that allowed evaluating SMEs loan perfor-
mance by using the literature on business finance. 
Lopez suggested his model for understanding the 
factors of default risk of small business loans and 
helping to access the credit.

Teruel and Solano (2007) presented empiri-
cal evidence about the effects of working capital 
management on the profitability of a sample of 
small and medium-sized Spanish firms. Authors 
collected a panel data of 8,872 SMEs covering 
the period 1996-2002. The results demonstrated 
that managers can create value by reducing their 
firm’s number of days accounts receivable and 
inventories. Equally, shortening the cash conver-
sion cycle also improves the firm’s profitability.

Daskalakis, et al. (2008) investigated the capital 
structure determinants of small and medium sized 
enterprises (SMEs) using a sample of Greek and 
French firms. They assessed the extent to which 
the debt to assets ratio of firms depends upon their 
asset structure, size, profitability and growth rate. 
The results showed that the SMEs in both coun-
tries exhibit similarities in their capital structure 
choices. Asset structure and profitability had a 
negative relationship with leverage, whereas firm 
size was positively related to their debt to assets 
ratio. Growth was statistically significant only for 
France and positively related to debt.

Koyuncugil and Ozgulbas (2008a) detected 
strengths and weaknesses of SMEs listed in ISE by 
using A CHAID Decision Tree application that is 
one of a data mining method. The results showed 
that productivity of equity and assets, financing 
of assets, management of account receivables and 
liquidity were the weaknesses of SMEs.

Studies that summarized above showed that 
SMEs are in financial problems, due to the eco-
nomical condition of country, underdevelopment 

of money and capital markets that can provide 
financial sources to SMEs, and insufficiency of 
financial administration and administrator.

THE IMPACT OF FINANCIAL 
CRIsIs ON sMEs

Even in ‘normal’ economic conditions SMEs 
are more vulnerable, and the impact of financial 
crisis is perceived severely in SMEs than LSEs. 
The reasons of the oversensitivity of SMEs are 
(OECD, 2009c):

• it is more difficult for them to downsize as 
they are already small;

• they are individually less diversified in 
their economic activities;

• they have a weaker financial structure (i.e. 
lower capitalisation);

• they have a lower or no credit rating;
• they are heavily dependent on credit and
• they have fewer financing options.

Access to financing is the most significant 
challenges for survival and growth of SMEs. With 
the impact of the financial and economic crisis, 
financing problems have strongly exacerbated and 
SMEs faced sharply tighter credit and higher inter-
est rates which are severely affected cash flows. 
The global financial crisis broke out in September 
2008, had serious impacts on the economies like 
economic slow-down and recession. In many 
countries, GDP growth declined dramatically. 
Also, the financial crisis caused export growth 
to drop sharply, and the rising unemployment 
rate tightened the liquidity of funds throughout 
the all enterprises, especially impacting export-
oriented SMEs.

European Association of Craft, Small and 
Medium-sized Enterprises (UEAPME) managed 
a survey on 10 European countries (Austria (AT), 
Germany (DE), Spain (ES), Finland (FI), France 
(FR), Ireland (IE), Lithuania (LT), Netherlands 
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(NL), Poland (PL) and United Kingdom (UK)) in 
June 2009 to find the difficulties, and effects of 
financial and economic crisis on SMEs (UEAPME, 
2009). According to this survey:

• The overall situation on access to finance 
for SMEs was significantly worse than a 
year before.

• About 4% of all SMEs are reporting that 
they have not access to finance at all.

• Some countries are reporting significant 
problems on access to working capital.

• Risk premium is significantly above its 
rate in normal times.

• Banks ask SMEs for more collateral and 
more information to assess the risks of 
clients.

• Finally, as regards the impact of the finan-
cial crisis on the real economy.

• 48% of all SMEs reduced their investments 
due to the crises.

• 33% of all SMEs have negative impacts on 
employment.

The OECD Working Party on SMEs and En-
trepreneurship (WPSMEE) has started a research 
on the impact of the global crisis on SMEs and 
entrepreneurs’ access to finance. WPSMEE was 
conducted a survey among member and non-
member countries in January and February 2009. 
Twenty-nine countries, the European Commission 
and the European Investment Fund responded to 
the questionnaire. The main results of this survey 
are (OECD, 2009c):

• Extended payment delays on receivables, 
especially in times of reduced sales, are 
leading rapidly to a depletion of working 
capital in many countries.

• Increased insolvency rates appear to con-
firm SMEs’ increased inability to obtain 
short-term financing.

• The stagnation in lending is true even of 
banks in countries where governments 

have deliberately strengthened banks’ bal-
ance sheets to allow them to grant addi-
tional credit to SMEs and/or where credit 
guarantee schemes exist.

• Confronted with worsening access to cred-
it, SMEs are exploring alternative sources 
of finance such as the mobilization of re-
serves, self-financing and factoring.

• Global venture capital fundraising slowed 
down between 2007 and 2008.

World Bank conducted “Financial Crisis 
Survey” to measure the effects of the financial 
crisis on firms. Survey covered six countries 
from Eastern Europe and Central Asia; Bulgaria, 
Hungary, Latvia, Lithuania, Romania and Turkey. 
The 42 indicators shown below were developed to 
measure the effects of the crisis on key elements of 
the private economy: sales, employment, finances, 
and expectations about the future. Interviews for 
the Financial Crisis Survey took place in June 
and July 2009. All of 1,686 firms interviewed 
were previously surveyed by Enterprise Surveys 
in 2008/2009 as part of its ongoing research ef-
fort. This pre-crisis data was used as a baseline 
for estimating the impact of the crisis. This study 
didn’t contained the SMEs but the results were 
very important for showing the impact of financial 
crisis, for this reason some main results of survey 
is presented in Table 4 (WB, 2009b).

Another study was conducted in China for 
detecting the impacts of the current financial 
crisis on SMEs. According to the report of ADB 
Institute about China’s SMEs, the current financial 
crisis has had two big impacts on SMEs in China. 
The crisis has resulted in a sharply decreasing 
external need for export-oriented SMEs and more 
severe financial difficulties for all SMEs overall 
(ADBI, 2010). Similar studies done in different 
countries like Romania (Roxana, 2009), Indone-
sia (Wahyu & Swadaya, 2009), South Korea (The 
Hankyoreh, 2009) and Japan (Shirakawa, 2009) 
detected same affects of financial crisis on SMEs.
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SMEs need special attention, because they are 
essential for economic growth in all countries. 
The financial crisis adversely impacts most of 
the SMEs, because SMEs are more vulnerable 

than LSEs, and involve higher risk and weaker 
financial structures. SMEs need simple, flexible, 
and efficient solution created for non-expert fi-

Table 4.Results of World Bank’s financial crisis survey 

RESULTS
COUNTRIES

Bulgaria Hungary Latvia Lithuania Romania Turkey

% of firms closed 0.69 0.00 4.54 1.01 3.28 5.79

% of firms with increased sales, com-
pared to the same month in 2008 14.09 6.14 4.86 5.35 9.15 14.75

% of firms with decreased sales, com-
pared to the same month in 2008 66.33 63.05 88.47 86.84 73.27 71.68

Net change in sales in June 2009, com-
pared to the same month in 2008 -20.53 -15.44 -41.07 -40.73 -25.20 -23.79

Weighted difference in share of sales 
that were domestic -0.93 -3.78 -4.37 7.46 -0.70 -5.78

Weighted difference in share of sales 
that were indirect exports 133.20 -22.01 -14.69 -94.14 0.00 -32.88

Weighted difference in share of sales 
that were direct exports -38.85 -5.61 -5.56 -47.18 36.86 -13.13

% of firms using less capacity 76.79 55.28 71.60 74.12 36.25 61.84

Difference in capacity utilization -24.80 -5.88 -23.34 -23.07 -2.69 -15.09

% of firms decreased number of per-
manent workers 48.62 51.93 66.10 62.47 49.82 60.17

% of firms decreased number of tem-
porary workers 7.72 13.46 17.73 21.83 15.35 9.15

% of firms filed for re organization 15.31 1.27 27.78 3.28 25.17 25.09

% of firms filed for insolvency or 
bankruptcy 0.49 2.48 0.16 2.10 3.13 1.88

% of firms applied for direct state aid 6.58 2.50 6.41 11.75 0.97 26.69

% of firms main effect is an increase 
in debt level 3.90 2.69 7.59 11.05 7.88 6.39

% of firms main effect is reduced ac-
cess to credit 4.63 0.86 2.29 3.23 5.49 6.42

% of firms main effect is a drop in 
demand for its products or services 78.12 70.32 75.43 70.77 78.47 71.30

Proportion of working capital financed 
from internal funds 78.15 52.78 72.00 54.91 64.16 N/A

Share of debt denominated in foreign 
currency 21.40 35.30 39.50 20.73 31.18 21.75

Share of short term liabilities 49.30 69.44 49.17 80.09 56.91 66.44

% of firms overdue for more than 3 
months in the last year 28.98 34.67 40.59 40.66 29.62 36.65

% of firms that restructured liabilities 
in the last year 12.02 19.16 25.90 26.66 4.90 16.83
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nancier for detecting risk signals and preventing 
from distress.

A sOLUTION FOR sMEs: 
EARLY WARNING sYsTEM

Today, SMEs need to think about global dimen-
sions of their business earlier than ever. Especially 
in developing countries, in addition to the admin-
istrative insufficiencies of SMEs, the permanent 
threat towards SMEs from globalization, competi-
tion, economical conditions and financial crisis 
have caused distress and affect their performance.

The failure of a business is an event which 
can produce substantial losses to all parties like 
creditors, investors, auditors, financial institu-
tions, stockholders, employees, and customers, 
and it undoubtedly reflects the economics of 
the countries concerned. When a business with 
financial problems is not able to pay its financial 
obligations, the business may be driven into the 
situation of becoming a non-performing loan 
business and, finally, if the problems cannot be 
solved, the business may become bankrupt and 
forced to close down. Those business failures 
inevitably influence all businesses as a whole. 
Direct and indirect bankruptcy costs are incurred 
which include the expenses of either liquidating 
or an attempting to reorganize businesses, ac-
counting fees, legal fees and other professional 
service costs and the disaster broadens to other 
businesses and the economics of the countries 
involved (Warner, 1977; Westerfield, et al., 2008, 
Terdpaopong, 2008).

The awareness of factors that contribute to 
making a business successful is important; it is 
also applicable for all the related parties to have 
an understanding of financial performance and 
bankruptcy. It is also important for a financial 
manager of successful firms to know their firm’s 
possible actions that should be taken when their 
customers, or suppliers, go into bankruptcy. Simi-
larly, firms should be aware of their own status, 

of when and where they should take necessary 
actions in response to their financial problems, as 
soon as possible rather than when the problems 
are beyond their control and reach a crisis.

Therefore, to bring out the financial distress 
factors into open as early warning signals have 
a vital importance for SMEs as all enterprises. 
There is no specific method for total prevention 
for a financial crisis of enterprises. The important 
point is to set the factors that cause the condition 
with calmness, to take corrective precautions for 
a long term, to make a flexible emergency plan 
towards the potential future crisis.

An early warning system (EWS) is a monitoring 
and reporting system that alerts for the probability 
of problems, risks and opportunities before they 
affect the financial statements of firms. EWSs 
are used for detecting financial performance, 
financial risk and potential bankruptcies. EWSs 
give a chance to management to take advantage 
of opportunities to avoid or mitigate potential 
problems. Nearly, all of the financial EWSs are 
based on financial statements. Balance sheets and 
income tables are the data sources that reflect 
the financial truth for early warning systems. In 
essence, the early warning system is a financial 
analysis technique, and it identifies the achieve-
ment analysis of enterprise due to its industry with 
the help of financial ratios.

The efforts towards the separation of distressed 
enterprises started with the z-score that are based 
on the usage of ratios by Beaver (1996) for single 
and multiple discriminant analysis of Altman in 
1968. The examples of other important studies 
that used multi variable statistical models, are 
given by Deakin (1972), Altman, et al. (1977), 
Taffler and Tisshaw (1977) with the usage of 
multiple discriminant model; are also given by 
Zmijewski (1984), Zavgren (1985), Jones (1987), 
Pantalone and Platt (1987), with the usage of logit 
ve probit models; are at the same time given by 
Meyer and Pifer (1970) with the usage of multiple 
regression model.
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Financial early warning systems are grouped 
under three main categories in literature:

• The models towards the prediction of prof-
its of enterprise,

• The ratio based models towards the predic-
tion of bankrupt/distress of enterprise,

• Economic trend based models towards 
the prediction of bankrupt/ distress of 
enterprise.

In literature, there were some EWS studies done 
before. But the system must design according to 
the needs of SMEs managers. Therefore, system 
must be easy to understand and easy to use, must 
design according to financial and operational risk 
factors (as banks and BASEL II requirements), 
and must be intelligence for using update data. 
Some of these studies conducted in SMEs, banks, 
insurers, i.e. are presented below.

Brockett and Cooper (1990) developed an EWS 
by using Neural Network Method. The model was 
developed with 24 variables firstly, and then the 
numbers of variables were decreased to 8. These 
variables were equities, capitalization ratio, return 
on assets, turnover of assets, account receivables 
/ equities, chainging of loses, debt/current assets.

Lee and Urritia (1996) compared the models of 
logit, hazard, Neural Networks and discriminant 
for developing an early warning system. They 
found different indicators or signs for each model. 
Also they determined that forecast power of all 
models were same.

Barniv and Hathorn (1997) developed an early 
warning model based on logistic regression by 
evaluating the studies of Trieschmann and Pinches 
(1973), Ambrose and Seward (1998), and Barniv 
and McDonald (1992) in insurance firms.

Laitinen and Chong (1999) presented a model 
for predicting crises in small businesses using 
early-warning signals. Study summarised the re-
sults of two separate studies carried out in Finland 
(with 72 per cent response) and the UK (26 per 
cent) on the decision process of corporate analysts 

(Finland) and bank managers (UK) in predicting 
the failure of small and medium-sized enterprises 
(SMEs). Both studies consisted of seven main 
headings and over 40 sub-headings of possible 
factors leading to failure. Weighted averages were 
used for both studies to show the importance of 
these factors. There were significant similarities 
in the results of the two studies. Management 
incompetence was regarded as the most important 
factor, followed by deficiencies in the accounting 
system and attitude towards customers. However, 
low accounting staff morale was considered a very 
important factor in Finland but not in the UK.

Yang, et al. (2001) used Artificial Neural 
Networks (ANN) for detecting financial risk of 
banks as an early warning, and tested the method.

Salas and Saurina (2002) compared the deter-
minants of problem loans of Spanish commercial 
and savings banks in the period 1985-1997, taking 
into account both macroeconomic and individual 
bank level variables. The GDP growth rate, firms, 
and family indebtedness, rapid past credit or 
branch expansion, inefficiency, portfolio composi-
tion, size, net interest margin, capital ratio, and 
market power are variables that explain credit risk. 
The findings raised important bank supervisory 
policy issues: the use of bank level variables as 
early warning indicators, the advantages of bank 
mergers from different regions, and the role of 
banking competition and ownership in determin-
ing credit risk.

Edison (2003) developed an operational early 
warning system (EWS) that can detect financial 
crises. The system monitored several indicators 
that tend to exhibit an unusual behavior in the 
periods preceding a crisis. When an indicator 
exceeded (or falls below) a threshold, then it 
was said to issue a “signal” that a currency crisis 
may occur within a given period. The model was 
tested in 1997/1998 crises, but several weaknesses 
to the approach were identified. The paper also 
evaluated how this system can be applied to an 
individual country. The results suggested that an 
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early warning system should be thought of as a 
useful diagnostic tool.

El-Shazly (2003) investigated the predictive 
power of an empirical model for an early warning 
system of currency crises. EWS employed qualita-
tive response models within a signals framework 
that monitors the behavior of key economic 
variables and issues a warning when their values 
exceed certain critical levels. Author conducted 
a case study in Egypt. Results showed that this 
model, and in particular the extreme value model, 
captured to a good extent the turbulence in the 
foreign exchange market and the onset of crises.

Jacobs (2003) presented an EWS for six coun-
tries in Asia. Financial crises were distinguished 
in three types; currency crises, banking crises, 
and debt crises. The significance of the indicator 
groups was tested in a multivariate logit model on 
a panel of six Asian countries for the period 1970-
2001. Author founded that some currency crises 
dating schemes outperform others by using EWS.

Berg, et al. (2004), developed early warning 
system models of currency crisis for Mexican 
and Asian crises. Since the beginning of 1999, 
IMF staff has been systematically tracking, on an 
ongoing basis, various models developed in-house 
and by private institutions, as part of its broader 
forward-looking vulnerability assessment. This 
study examined in detail at the performance of 
these models in practice. The forecasts of the in-
house model were statistically and economically 
significant predictors of actual crises. On the 
whole, the short-horizon private sector models 
examined performed poorly out of sample, despite 
stellar in-sample performance.

Brockett, et al. (2006) examined the effect 
of statistical model and neural network methods 
to detect financially troubled life insurers. They 
considered two neural network methods; back-
propagation (BP), and learning vector quantiza-
tion (LVQ), two statistical methods; multiple 
discriminant analysis, and logistic regression 
analysis. The results showed that BP and LQV 
outperform the traditional statistical approaches.

Abumustafa (2006) detected early warning 
signs for predicting currency crises in Egypt, 
Jordan and Turkey. The study proposed real 
exchange rate, exports, imports, trade balance/
gross domestic product (GDP), foreign liabilities/
foreign assets, domestic real interest rate, world 
oil prices, and government consumption/GDP as 
indicators to predict currency risk. The results 
showed that all crises were predictable, and EWSs 
should use for detecting crises.

Kyong, et al. (2006) presented the construction 
process of a daily financial condition indicator 
(DFCI), which can be used as an early warning 
signal using neural networks and nonlinear pro-
gramming. The procedure of DFCI construction 
was completed by integrating three sub-DFCIs, 
based on each financial variable, into the final 
DFCI. The study, then examined the predictability 
of alarm zone for the financial crisis forecasting 
in Korea.

Katz (2006) proposed to use EWS and early 
warning signs. Study listed often common warn-
ing signs and the best ways to solve the problems. 
These are: payroll taxes, sales tax, and other fidu-
ciary  obligations; communications with execu-
tive management and company leaders; accounts 
receivable; customers and product profitability; 
accounts payable; inventory, management; for 
capital-intensive or manufacturing operations; 
and checks as an indicator of problems.

Koyuncugil and Ozgulbas (2007a) aim to 
develop d a financial early warning model for the 
SMEs listed in Istanbul Stock Exchange (ISE) in 
Turkey by using data mining. Authors conducted 
another study (2007b) and detected early warning 
signs for financial risk. A data mining method, Chi-
Square Automatic Interaction Detector (CHAID) 
decision tree algorithm, was used in the study for 
financial profiling and detecting signs. The study 
covered 697 SMEs listed in ISE between 2000 and 
2005. As a result of the study, the covered SMEs 
listed in ISE were categorized into 19 financial 
profiles and it was determined that 430 of them 
had poor financial performance, in other words 
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61.69%. According to the profiles of SMEs in 
financial distress, Return on Equity (ROE) will 
be a financial early warning signal for SMEs 
listed in ISE.

Koyuncugil and Ozgulbas (2008b) emphasized 
the affect and importance of operational risk in 
financial distressed of SMEs, beside the financial 
risk. Authors developed an early warning model 
that qualitative (operational) and quantitative 
(financial) data of SMEs taken into consider-
ation. During the formation of system; an easy 
to understand, easy to interpret and easy to apply 
utilitarian model that is far from the requirement 
of theoretical background was targeted by the 
discovery of the implicit relationships between the 
data and the identification of effect level of every 
factor. This model was designed by data mining.

Koyuncugil and Ozgulbas (2009a) developed 
a financial early warning model that detected op-
erational risk factors for hedging financial risk. For 
this purpose study used CHAID (Chi-Square Au-
tomatic Interaction Detector) decision trees. The 
study covered 6.185 firms in Organized Industrial 
Region of Ankara in 2008. It was found that firms 
should emphasize the educational background of 
managers, status of managers, annual turnover, 
operating length of firms, makers of financial 
strategies, expenditure of energy, knowledge about 
BASEL-II, quality standards, and usage of credit 
as operational risk factors for hedging operational 
risk and raising financial performance.

Koyuncugil and Ozgulbas (2009b) to develop 
an intelligent financial early warning system model 
based on operational and financial risk factors by 
using data mining for SMEs in Turkey. This model 
was aimed to not remain in theoretical structure, 
be practicable for SME, and available for the uti-
lization of SMEs managers. According to model, 
financial data of Turkish SMEs was obtained by 
means of financial analyses of balance sheets and 
income statements through Turkish Central Bank. 
Operational data couldn’t be access by balance 
sheets and income statements was collected by a 

field study from SMEs. Next step of model was 
analyzed the financial and operational data by 
data mining and detecting early earming signs.

Karim (2008) successful predicted a major-
ity of banking crises in emerging markets and 
advanced countries in 1970-2003. Karim also, 
suggested that logit was the most appropriate 
approach for global EWS and signal extraction 
for country specific EWS.

Davis and Karim (2008) searched to assess 
whether early warning systems based on the logit 
and binomial tree approaches on the UK and US 
economies could have helped to warn about the 
crisis. The study suggested that a broadening of 
approaches of macro prudential analysis was ap-
propriate for early warning.

DATA MINING MODEL AND 
AN IMPLEMENTATION FOR 
EARLY WARNING sYsTEM

The identification of the risk factors by clarifying 
the relationship between the variables defines the 
discovery of knowledge. Automatic and estimation 
oriented information discovery process coincides 
the definition of data mining. Data mining is the 
process of sorting through large amounts of data 
and picking out relevant information. Fawley, 
et al. (1992) has been described data mining as 
“the nontrivial extraction of implicit, previously 
unknown, and potentially useful information 
from data”. Also, Hand, et al. (2001) decribed 
data mining as “the science of extracting useful 
information from large data sets or databases”. 
Data mining, the extraction of hidden predictive 
information from large databases, is a powerful 
new technology with great potential to help com-
panies focus on the most important information in 
their data warehouses. Data mining tools predict 
future trends and behaviors, allowing businesses 
to make proactive, knowledge-driven decisions. 
The automated, prospective analyses offered by 
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data mining move beyond the analyses of past 
events provided by retrospective tools typical 
of decision support systems. Data mining tools 
can answer business questions that traditionally 
were too time consuming to resolve. They scour 
databases for hidden patterns, finding predictive 
information that experts may miss because it lies 
outside their expectations (Thearling, 2009).

During the developing EWS; an easy to 
understand, easy to interpret and easy to apply 
utilitarian model that is far from the requirement 
of theoretical background is targeted by the dis-
covery of the implicit relationships between the 
data and the identification of effect level of every 
factor. Because of this reason, the ideal method 
to financial early warning system is the data min-
ing method that is started to be used frequently 
nowadays for financial studies.

Data mining is used by business intelligence 
organizations, and financial analysts to get in-
formation from the large data sets. Data mining 
in relation to enterprise resource planning is the 
statistical and logical analysis of large sets of 
transaction data, looking for patterns that can aid 
decision making (Monk and Wagner, 2006). Today, 
data mining technology integrated measurement of 
different kinds of is moving into focus to measure 
and hedging risk. Data mining techniques have 
been successfully applied like fraud detection and 
bankruptcy prediction by Tam and Kiang (1992), 
Lee et al. (1996), Kumar et al(1997), strategic 
decision-making by Nazem and Shin (1999) and 
financial performance by Eklund et al. (2003), 
Hoppszallern (2003), Derby (2003), Chang et al. 
(2003), Kloptchenko et a., (2004), Magnusson et 
al. (2005). Also, some earlier studies of Koyun-
cugil and Ozgulbas (2006a, 2006b, 2006c, 2007a, 
2007b, 2008a, 2008b, 2009a, 2009b) Ozgulbas and 
Koyuncugil (2006, 2009) conducted on financial 
performance, financial risk and operational risk 
of Small and Medium Enterprises (SMEs) and 
hospitals by data mining.

Fayyad et al. (1996), proposed main steps of 
DM:

• Retrieving the data from a large database.
• Selecting the relevant subset to work with.
• Deciding on the appropriate sampling sys-

tem, cleaning the data and dealing with 
missing fields and records.

• Applying the appropriate transformations, 
dimensionality reduction, and projections.

• Fitting models to the preprocessed data.

Data mining techniques can yield the benefits 
of automation on existing software and hardware 
platforms, and can be implemented on new 
systems as existing platforms are upgraded and 
new products developed. When data mining tools 
are implemented on high performance parallel 
processing systems, they can analyze massive 
databases in minutes. The most commonly used 
techniques in data mining are (Thearling, 2009; 
Koyuncugil, 2006):

• Artificial neural networks: Non-linear 
predictive models that learn through train-
ing and resemble biological neural net-
works in structure.

• Decision trees: Tree-shaped structures that 
represent sets of decisions. These deci-
sions generate rules for the classification 
of a dataset. Specific decision tree meth-
ods include Classification and Regression 
Trees (CART) and Chi Square Automatic 
Interaction Detection (CHAID).

• Genetic algorithms: Optimization tech-
niques that use process such as genetic 
combination, mutation, and natural selec-
tion in a design based on the concepts of 
evolution.

• Nearest neighbor method: A technique 
that classifies each record in a dataset 
based on a combination of the classes of 
the k record(s) most similar to it in a his-
torical dataset. Sometimes called the k-
nearest neighbor technique.
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• Rule induction: The extraction of useful 
if-then rules from data based on statistical 
significance.

Decision trees are tree-shaped structures that 
represent sets of decisions. The decision tree ap-
proach can generate rules for the classification of 
a data set. Specific decision tree methods include 
Classification and Regression Trees (CART) 
and Chi Square Automatic Interaction Detection 
(CHAID). CART and CHAID are decision tree 
techniques used for classification of a data set. 
They provide a set of rules that can be applied 
to a new (unclassified) data set to predict which 
records will have a given outcome. CART typi-
cally requires less data preparation than CHAID 
(Lee & Siau, 2001).

Developing an EWS for SMEs focused seg-
mentation methods. The main approach in analysis 
is discovering different risk levels and identifying 
the factors affected financial performance. By 
means of Chi-Square metrics CHAID is able to 
separately segment the groups classified in terms 
of level of relations. Therefore, leaves of the tree 
have not binary branches but as much branches as 
the number of different variables in the data. So, it 
was deemed convenient to use CHAID algorithm 
method in the study.

CHAID modeling is an exploratory data 
analysis method used to study the relationships 
between a dependent measure and a large series 
of possible predictor variables those themselves 
may interact. The dependent measure may be a 
qualitative (nominal or ordinal) one or a quantita-
tive indicator. For qualitative variables, a series 
of chi-square analyses are conducted between the 
dependent and predictor variables. For quantitative 
variables, analysis of variance methods are used 
where intervals (splits) are determined optimally 
for the independent variables so as to maximize 
the ability to explain a dependent measure in 
terms of variance components (Thearling, 2009).

Model of EWs

The model of EWS based on data mining and data 
flow diagram of the EWS is shown in Figure 1.

The steps of the EWS are:

• Preparation of data collection
• Implementation of DM method
• Determination of risk profiles
• Identification for current situation of SMEs 

from risk profiles and early warning signs
• Description of roadmap for SMEs

The details of the EWS are given below:

I. Preparation of Data Collection

Financial data that are gained from balance sheets: 
Items of balance sheets will be entered as finan-
cial data and will be used to calculate financial 
indicators of system:

Figure 1. Data flow diagram of the EWS
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• Calculation of financial indicators like in 
Table 5

• Reduction of repeating variables in dif-
ferent indicators to solve the problem of 
Collinearity / Multicollinearity

• Imputation of missing data
• Solution of outlier and extreme value 

problem

II. Implementation of DM Method

In the scope of the methods of data mining,

• Logistic regression,
• Discriminant analysis,
• Cluster analysis,
• Hierarchical cluster analysis,
• Self Organizing Maps (SOM),
• Classification and Regression Trees 

(C&RT),
• CHi-Square Automatic Interaction 

Detector (CHAID)

can be the principal methods, in addition to this 
several classification/segmentation methods can 

be mentioned. However, during the preparation 
of an early warning system for SMEs, one of the 
basic objectives is to help SME administrators 
and decision makers, who does not have financial 
expertise, knowledge of data mining and analytic 
perspective, to reach easy to understand, easy to 
interpret, and easy to apply results about the risk 
condition of their enterprises. Therefore, decision 
tree algorithms that are one of the segmenta-
tion methods can be used because of their easy 
to understand and easy to apply visualization. 
Although, several decision tree algorithms have 
widespread usage today, CHAID is separated 
from other decision tree algorithms because of 
the number of the branches that are produced 
by CHAID. Other decision tree algorithms are 
branched in binary, but CHAID manifests all the 
different structures in data with its multi-branched 
characteristic. Hence; the method of CHi-Square 
Automatic Interaction Detector (CHAID) is used 
in the scope of this study.

Assume that X1, X2,…, XN˗1, XN denote discrete 
or continous independent (predictor) variables 
and Y denotes dependent variable as target vari-
able where X1∈[a1, b1], X2∈[a2, b2], …, XN∈[aN, 
bN] and Y ∈ {Poor, Good}. While ‘Poor’ shows 
poor financial performance in red bar and ‘Good’ 
shows good financial performance in green bar.

Figure 2 given below shows CHAID decision 
tree.

In Figure 2 we can see that only 3 variables 
of N have a statistically significant relationship 
with the target Y.

• X1 has most statistically significant relation 
with target Y.

• X2 has statistically significant relation with 
X1 where X1≤b11

• X3 has statistically significant relation with 
X1 where b11 < X1 ≤ b12.

Table 5. Financial indicators 

Financial Variables

Current Ratio 
Quick Ratio (Liquidity Ratio) 
Absolute Liquidity 
Inventories to Current Assets 
Current Liabilities to Total Assets 
Debt Ratio 
Current Liabilities to Total Liabilities 
Long Term Liabilities to Total Liabilities 
Equity to Assets Ratio 
Current Assets Turnover Rate 
Fixed Assets Turnover Rate 
Days in Accounts Receivables 
Inventories Turnover Rate 
Assets Turnover Rate 
Equity Turnover Rate 
Profit Margin 
Return on Equity 
Return on Assets
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III. Determination of Risk Profiles

CHAID algorithm organizes Chi-square indepen-
dency test among the target variable and predic-
tor variables, starts from branching the variable 
which has the strongest relationship and arranges 
statistically significant variables on the branches 
of the tree due to the strength of the relationship. 
An example of a CHAID decision tree is seen in 
Figure 2. As it is observed from Figure 2, CHAID 
has multi-branches, while other decision trees 
are branched in binary. Thus, all of the important 
relationships in data can be investigated until the 
subtle details. In essence, the study identifies all 
the different risk profiles. Here the term risk means 
the risk that is caused because of the financial 
failures of enterprises.

Figure 2 shows that there are six risk profiles;

• Profile B1 shows that
 ◦ There are n11 samples where X1 ≤ b11 

and X2 ≤ b21

 ◦ % m111 has poor financial performance,
 ◦ % m211 has good financial performance

• Profile B2 shows that
 ◦ There are n12 samples where X1 ≤ b11 

and X2 > b21
 ◦ % m112 has poor financial performance,
 ◦ % m212 has good financial performance

• Profile C1 shows that
 ◦ There are n21 samples where b11 < X1 

≤ b12 and X3 ≤ b31
 ◦ % m121 has poor financial performance,
 ◦ % m221 has good financial performance

• Profile C2 shows that
 ◦ There are n21 samples where b11 < X1 

≤ b12 and X3 > b31
 ◦ % m122 has poor financial performance,
 ◦ % m222 has good financial performance

• Profile D shows that
 ◦ There are n3 samples where b12 < X1 

≤ b13
 ◦ % m13 has poor financial performance,
 ◦ % m23 has good financial performance

Figure 2. CHAID decision tree
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• Profile E shows that
 ◦ There are n4 samples where X1 > b13
 ◦ % m14 has poor financial performance,
 ◦ % m24 has good financial performance

If all of the profiles are investigated separately,
Profile B1 shows that if any firm’s variables 

X1 and X2 have values where X1 ≤ b11 and X2 ≤ b21, 
poor financial performance rate or in another words 
risk rate of the firm will be RB1= m111.

Profile B2 shows that if any firm’s variables 
X1 and X2 have values where X1 ≤ b11 and and X2 > 
b21, poor financial performance rate or in another 
words risk rate of the firm will be RB2 = m112.

Profile C1 shows that if any firm’s variables X1 
and X3 have values where b11 < X1 ≤ b12 and X3 ≤ 
b31 poor financial performance rate or in another 
words risk rate of the firm will be RC1 = m121.

Profile C2 shows that if any firm’s variables X1 
and X3 have values where b11 < X1 ≤ b12 and X3 > 
b31 poor financial performance rate or in another 
words risk rate of the firm will be RC2 = m122.

Profile D shows that if any firm’s variable X1 
have values where b12 < X1 ≤ b13 poor financial 
performance rate or in another words risk rate of 
the firm will be RD = m13.

Profile E shows that if any firm’s variable X1 
have values where X1 > b13 poor financial perfor-
mance rate or in another words risk rate of the 
firm will be RE = m14.

IV. Identification for Current Situation 
of SME According to Risk Profiles 
and Early Warning Signs

The part of study until this point is based on the 
identification of risk profiles from all of the data. 
In the scope of the data that is about the past of 
SMEs, the part of the study until this point de-
fines the relationships between financial risk and 
variables, and also the risk profiles.

At this step, risk profiles that all of the firms 
belong to are identified in the study. This identifica-
tion is realized with taking the group of variables 
in the risk profiles into consideration.

All of the firm will look at the values of their 
own enterprises, in the light of the statistically 
significant variables in the decision tree. Accord-
ing to Figure 2 these variables are X1, X2 and X3 
The firm compares the values of X1, X2 and X3 
between decision tree and firms. Then, they can 
identify their risk profile. For example if any firm 
has X1 > b13. Therefore, the risk profile of the firm 
must be Profile E.

According to the risk profiles of SMEs, it is 
possible to detect the early warning signs that 
show highest financial risk.

V. Description of Roadmap for SMEs

According to Figure 2 we can easily determine 
the risk grades of the firms. Assume that, the risk 
rates of the firms in the order of E > D > C2 > C1 
> B2 > B1. Therefore, the best risk profile will 
be B1. Then, every firm tries to be in Profile B1. 
There are two variables X1 and X2 related with 
profile B1. If any firm want to be in Profile B1, 
the firm must make arrangements to make values 
X1 ≤ b11 and X2 ≤ b21.

Enterprise will identify the suitable road map 
after defining its risk profile. The enterprise can 
identify the path to reach upper level risk profile 
and the indicators that require privileged improve-
ment in the light of the priorities of the variables 
in the roadmap. Furthermore, enterprise can pass 
to upper level risk profiles step by step at the same 
time can reach to a targeted risk profile in the 
upper levels for improving indicators due to this 
target. For example, any firm in Profile E has the 
biggest risk rate. The firm must be rehabilitating 
first the variable X1 to decrease it between (b12, b13). 
Therefore, the firm will be in profile D and so on.

Implementation

I. Preparation of Data Collection

Implementation covered SMEs quoted in ISE in 
2007. Data on balance sheets and income state-
ments of such firms are available online at the 
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web site of ISE (URL: http://www.imkb.gov.
tr/). Total number of firms listed in ISE was 296 
in 2007. Since scope of our study only covered 
micro, medium, and small-scaled enterprises, 
which are often referred to as SMEs, those 131 
firms were classified to identify the firms, which 
can be categorized as a SME. We based on SME 
definition of the EU in an attempt to participate to 
Turkey’s efforts to align with the EU acquits and 
to ensure comparability of the analysis provided 
herein. The thresholds used to classify SME on 
basis of the EU’s SME definitions are €50 million.

Financial data of SMEs in Table 6 was col-
lected from balance sheets of SMEs

II. Implementation of DM Method

CHAID algorithms are developed on basis of two 
groups of variables, namely target variable and 
predictor variables that will explain the target 
variable. In the study financial performance is 
explained by means of all variables of a SME, 
including financial variables. Therefore, the 
financial performance indicator is considered as 
the target variable and all financial variables (see 
Table 6) are considered as the predictor variables.

III. Determination of Risk Profiles

As can be seen from Figure 3, which explain SMEs 
profiling and financial performance statuses based 

Table 6. Financial variables and their definitions 

Ratios Definition

Return on Equity Net Income / Total Assets

Return on Assets Net Income/ Total Equity

Profit Margin Net Income/ Total Margin

Equity Turnover Rate Net Revenues / Equity

Total Assets Turnover Rate Net Revenues / Total Assets

Inventories Turnover Rate Net Revenues / Average Inventories

Fixed Assets Turnover Rate Net Revenues / Fixed Assets

Tangible Assets to Long Term Liabilities Tangible Assets / Long Term Liabilities

Days in Accounts Receivables Net Accounts Receivable/ (Net Revenues /365)

Current Assets Turnover Rate Net Revenues/ Current Assets

Fixed Assets to Long Term Liabilities Fixed Assets / Long Term Liabilities

Tangible Assets to Equities Tangible Assets /Equities

Long Term Liabilities to Constant Capital Long Term Liabilities / Constant Capital

Long Term Liabilities to Total Liabilities Long Term Liabilities / Total Liabilities

Current (Short Term) Liabilities to Total Liabilities Current Liabilities / Total Liabilities

Total Debt to Equities Total Debt / Equities

Equities to Total Assets Total Equity/Total Assets

Debt Ratio Total Dept/Total Assets

Current Account Receivables to Total Assets Current Account Receivables/ Total Assets

Inventories to Current Assets Total Inventories / Current Assets

Absolute Liquidity (Cash,Banks,Marketable Sec.,Acc. Rec.)/ 
Current Liab.

Quick Ratio (Liquidity Ratio) (Cash, Marketable Sec.,Acc. Rec.)/ Current Liab.

Current Ratio Current Assets/ Current Liabilities
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on CHAID method, although it was possible to 
superficially categorize the covered SMEs into two 
groups as SMEs with good financial performance 
and with bad financial performance with CHAID 
method it was possible to categorize the covered 
SMEs in 5 different profiles in terms of level of 
financial performance. These profiles show us 
what financial indicators should focus on for good 
financial performance as well as those profiles 
those SMEs should take example to improve their 
financial performances.

IV. Identification for Current 
Situation of SME from Risk Profiles 
and Early Warning Signs

As you can see in Figure 3 and Table 7, it was 
determined that 60 SMEs out of 131 covered 
SMEs had good financial performance while 71 
of them had poor financial performance. Results 
showed that 54.19% of the covered SMEs finan-
cially distress.

As required under CHAID method SMES 
profiling is based on return on assets (ROA) ratio, 
which has the strongest relation with the financial 
performance (p<0.000). As you can see in Figure 
3 and Table 7-8, SMEs with ROA lower than and 
equal to 0.0002 and profit margin lower than and 
equal to 0.001 are grouped in the 1st profile. All 
of 49 SMEs had poor financial performance and 

were in financial distress while SMEs in other 
profiles had varying financial performances.

SMEs with ROA lower than and equal to 0.002, 
but profit margin higher than 0,001 are grouped 
in the 2nd profile. In this profile 66.67% of SMEs 
were in financial distress. In the 3rd profile, ROA 
was higher than 0.002, but absolute liquidity was 
lower than and equal to 0.01. All of 19 SMEs had 
low financial performance in the 3rd profile. SMEs 
with ROA higher than 0.002, but absolute liquid-
ity were between 0.01 and 0.03 are grouped in 
the 4th profile. 25% of the SMEs were in financial 
distress in 4th profile. In the last profile, ROA was 
higher than 0.002, and absolute liquidity was 
higher than 0.01. All of the 56 SMEs had good 
financial performance in this profile.

According to the distressed SMEs or in another 
words risk profile of SMEs, ROA, profit margin 
and absolute liquidity were early warning signs 
for the SMEs.

If;
ROA was lower than and equal to 0.002
If;
ROA was lower than and equal to 0.002, and
Profit margin was lower than 0.001,
If;
ROA was higher than 0.002, and
Absolute liquidity was lower than 0.01,
financial distress were indispensable for SMEs.

Table 7. Financial performance of SMEs 

Profiles FINANCIAL PERFORMANCE

Good Poor Total

n % n % n %

1 0 0 49 100 49 100

2 1 33.33 2 66.67 3 100

3 0 0 19 100 19 100

4 3 75 1 25 4 100

5 56 100 0 0 56 100

Total 60 45.81 71 54.19 131 100
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V. Description of Roadmap for SME

According to Figure 3, risk profiles of SMEs 
were determined. Therefore, the best risk Profile 
that contained SMEs without risk was 5. Then, 

every firm tries to be in Profile 5. There were two 
variables ROA and absolute liquidity related with 
Profile 5, as seen in Table 9. If any SME want 
to be in Profile 5, the SME must make arrange-

Table 8. Profiles of SMEs 

PROFILES ROA PROFIT MARGIN ABSOLUTE LIQUDITY

1 ≤ 0.002 ≤0.001

2 ≤0.002 >0.001

3 >0.002 ≤0.01

4 >0.002 0.01-0.03

5 >0.002 >0.01

Figure 3. CHAID decision tree and financial profiles of SMEs

Table 9. Road maps 

ROAD MAPS PROFILES ROA ABSOLUTE LIQUDITY

1 5 >0.002 >0.01

2 4 >0.002 0.01-0.03
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ments to make values ROA >0.002 and absolute 
liquidity >0.01.

Second best Profile was 4. There were two 
variables ROA and absolute liquidity related with 
Profile 4. If any SME wants to be in Profile 4, the 
SME must make arrangements to make values 
ROA >0.002 and absolute liquidity between 0.01 
and 0.03.

CONCLUsION

Early warning system is a technique of analysis 
that is used to predict the achievement condition 
of enterprises and to decrease the risk of finan-
cial crisis. By the application of this technique 
of analysis, the condition and possible risks of 
an enterprise can be identified with quantity. An 
EWS for risk detection of SMEs was introduced 
in this chapter. Firstly, definition and financial is-
sues of SMEs, impacts of financial crisis on SMEs 
and EWSs were discussed in the background of 
chapter. Then, EWS model based on data mining 
and an implementation on SMEs were presented. 
Model of EWS was developed by using Chi-Square 
Automatic Interaction Detector (CHAID) Deci-
sion Tree Algorithm. Implementation of EWS 
applied with real data of SMEs and data of SMEs 
listed in Istanbul Stock Exchange (ISE) in 2007 
was used for this purpose.

Risk management has become a vital topic 
for all institutions, especially for SMEs, banks, 
credit rating firms, and insurance companies. The 
financial crisis has pushed all firms to active risk 
management and control financial risks. All enter-
prises need EWS to warn against risks and prevent 
from financial distress. But, when we consider the 
issues of poor business performance, insufficient 
information and insufficiencies of managers in 
finance education, it is clear that EWS is vital 
for SMEs. Benefits of an EWS can summarize 
as early warning before financial distress, road 
maps for good credit rating, better business deci-

sion making, and greater likelihood of achieving 
business plan and objectives.

Developing practical solutions will not only 
help to SMEs but also to the economies of coun-
tries. Having information about their financial 
risk, monitoring this financial risk and knowing 
the required roadmap for the improvement of 
financial risk are very important for SMEs to take 
the required precautions. Data mining, that is the 
reflection of information technologies in the area 
of strategical decision support, develops a system 
for finding solutions to the financial administra-
tion as one of the most suitable application area 
for SMEs as the vital point of economy.

In this study, we developed a financial EWS 
based on financial risk. But, it is not enough for 
to understand and manage the financial risks that 
can cause insolvency and distress. Managers need 
also to manage operational risks that can arise from 
execution of a company’s business functions, and 
strategically risks that can undermine the viability 
of their business models and strategies or reduce 
their growth prospects and damage their market 
value. For this reason we suggest to develop EWS 
that contain all kind of risk factors.

Some of the contributions EWSs that are ex-
pected can be summarized as:

• Determine financial performance and posi-
tion of firms

• Determine financial strategies by minimum 
level of finance education and information

• Financial and operational risk detection
• Roadmaps for risk reduction
• Prevent for financial distress
• Decrease the possibility of bankruptcy
• Decrease risk rate
• Efficient usage of financial resources
• By efficiency
• Increase the competition capacity
• New potential for export
• Decrease the unemployment rate
• More taxes for government
• Adaptation to BASEL II Capital Accord
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EWSs should develop and implement in every 
business, to provide information relating to the 
actions of individual officers, supervisors, and 
specific units or divisions. In deciding what infor-
mation to include in their early warning system, 
business should balance the need for sufficient 
information for the system to be comprehensive 
with the need for a system that is not too cumber-
some to be utilized effectively. The system should 
provide supervisors and managers with both sta-
tistical information and descriptive information 
about the function of business.

Other application areas of EWSs are market-
ing, fraud detection, manipulation, and health. 
Also, EWS based on data mining should give 
signs about natural risks (rainfall, landslides, 
volcanic eruption, earthquakes, floods, drought, 
tornados); lifecycle risks (illness, injury, disabil-
ity, hungers, food poisoning, pan epidemics, old 
ages and death); social risks (crimes, domestic 
violences, drug addiction, terrorism, gangs, 
civil strife, war, social upheaval, child abuses); 
economic risks (unemployment, harvest failure, 
resettlement, financial or currency crisis, market 
trading shocks); administrative and political 
risks (ethnic discrimination, ethnic conflict, riots, 
chemical and biological mass destruction, admin-
istrative induced accidents and disasters, political 
induced malfunction on social programs, coup); 
and environmental risks (pollution, deforestation, 
nuclear disasters, soil salinities, acid rains, global 
warming).
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KEY TERMs AND DEFINITIONs

Data Mining: Collection of evolved statistical 
analysis, machine learning and pattern recognition 
methods via intelligent algorithms which are using 
for automated uncovering and extraction process 
of hidden predictional information, patterns, rela-
tions, similarities or dissimilarities in (huge) data.

CHAID (CHi-Square Automatic Interaction 
Detector): One of the most popular and updated 
decision tree algorithm in data mining methods 
which is using for segmentation and it uses Chi-
square metric as its

Early Warning System (EWS): A system 
which is using for predicting the success level, 
probable anomalies and is reducing crisis risk of 

cases, affairs transactions, systems, phenomenons, 
firms and people. Furthermore, their current 
situations and probable risks can be identified 
quantitatively.

Financial Risk: Risk shows that a firm is un-
able to meet its financial obligations. Financial 
risk is primarily a function of the relative amount 
of debt that the firm uses to finance its assets.

Financial Performance: Measure and evalu-
ate of how well a company is using financial 
resources to be profitable.

Financial Distress: A stage before bankruptcy 
where a company’s creditors are not being paid 
or are paid with significant difficulty.

Financial Crisis: Crisis in the financial sector 
and the financial markets.

Risk Management: Identification and evalu-
ation of risk, and then selection and adaptaion of 
the most appropriate method for hedging risk.

Business Performance: Efficiency of fi-
nancial, human, material and all resources of a 
business.

Small and Medium Enterprises (SMEs): 
Firms with annual turn-over less than €50 million 
or with annual balance sheet less than €43 million 
are defined as SMEs in Europe.
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INTRODUCTION

Failures in financial systems may cause financial 
crises and then the latter may develop into eco-
nomic fundamental crises that might not be always 
inevitable results. Economic crises are character-
ized by sharp falls in both asset prices and currency 

values. Failures could lead to a stock market crash 
that is often defined as a sharp dip in share prices 
of equities listed on the stock exchanges. Rising 
stock prices and excessive economic optimism 
may also cause a stock market crash. Although 
there is no a numerically specific definition of a 
stock market crash, it can be defined as double-
digit percentage losses in a stock market index 
over a period of several days.

AbsTRACT

This chapter focuses on building a financial early warning system (EWS) to predict stock market crashes 
by using stock market volatility and rising stock prices. The relation of stock market volatility with stock 
market crashes is analyzed empirically. Also, Istanbul Stock Exchange (ISE) national 100 index data 
used to achieve better results from the view point of modeling purpose. A risk indicator of stock market 
crash is computed to predict crashes and to give an early warning signal. Various data mining classi-
fiers are compared to obtain the best practical solution for the financial early warning system. Adaptive 
neuro fuzzy inference system (ANFIS) model was proposed to forecast stock market crashes efficiently. 
Also, ANFIS was explained in detail as a training tool for the EWS. The empirical results show that the 
fuzzy inference system has advantages to gain successful results for financial crashes.

DOI: 10.4018/978-1-61692-865-0.ch006
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Stock market crashes can provoke reces-
sions, lead to failures in the financial system or 
consume years of savings and pensions instanta-
neously. Testing for the existence of log-periodic 
behavior and attempting to forecast crashes are 
thus important for financial regulators, risk and 
portfolio managers, policy makers and financial 
institutions (Cajueiro, et al., 2009). Generally, in 
any given field, crashes are extremely difficult to 
forecast accurately. Forecasting of crashes is one 
of the most popular research topics in finance. 
Many theoretical and empirical studies have 
been done to forecast crashes and many models 
have been developed to predict the occurrence 
of such crashes.

With increasing globalization and financial 
integration, crises in a country could make other 
countries highly vulnerable to shocks. The United 
States (US) subprime mortgage crisis also hit the 
Turkish economy in 2008. The Istanbul Stock 
Exchange (ISE) decreased from 54708 to 26864 
in 2008 because of the rapid decrease in foreign 
markets and insufficient fresh money entrance. 
The ISE is the only securities exchange in Tur-
key. The ISE is a dynamic and growing emerging 
market with an increasing number of publicly 
traded companies, state-of-the-art technology and 
strong foreign participation. The ISE provides 
a transparent and fair trading environment not 
only for domestic participants, but also for for-
eign issuers and investors (http://www.ise.org/). 
Iseri indicates that the ISE has very high chaotic 
phenomena. So prediction on chaotic phenomena 
is very complex (Iseri, et al., 2008). Investors 
are intensely interested in market directions and 
possibilities of stock market crashes. Therefore 
behavior patterns of risky market days should be 
defined. Relationships among variables derived 
from the historical financial data should be dis-
covered and a financial early warning system 
(EWS) should be constructed to forecast stock 
market crashes. Financial early warning systems 
have evolved considerably during the last decade 
thanks to data mining.

Data mining is the automatization of the process 
of finding interesting patterns in datasets. Method-
ologies in data mining come from machine learning 
and statistics. Machine learning is connected to 
computer science and artificial intelligence and is 
concerned with finding relations and regularities 
in data that can be translated into general truths. 
The aim of machine learning is the reproduction 
of the data-generating process, allowing analysts 
to generalize from the observed data to new, un-
observed cases (Giudici, 2003).

Early warning systems in finance are vital 
tools for monitoring and detecting events in 
financial markets to predict upcoming financial 
crises. The world financial crisis in 2008 has put 
an emphasis on the importance of prediction of 
crises in both academic and industrial senses. It’s 
now more necessary to develop an efficient and 
predictive model to give early warning signals 
and to anticipate crises. From a policy perspec-
tive, EWS models that help to reliably anticipate 
financial crises constitute an important tool for 
policy makers if they are employed carefully and 
sensibly. Many financial crises over the past few 
decades had devastating social, economic and 
political consequences. Developing reliable EWS 
models therefore can be of substantial value by 
allowing policy makers to obtain clearer signals 
about when and how to take pre-emptive action in 
order to mitigate or even prevent financial turmoil. 
It should be stressed that EWS models cannot 
replace the sound judgment of the policy maker 
to guide policy, but they can play an important 
complementary role as a neutral and objective 
measure of vulnerability (Bussiere & Fratzscher, 
2006).

Forecasting simply means understanding 
which variables lead or help to predict other 
variables, when many variables interact in volatile 
markets. This means looking at the past to see 
what variables are significant leading indicators 
of the behavior of other variables. It also means 
a better understanding of the timing of lead–lag 
relations among many variables, understanding the 
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statistical significance of these lead–lag relation-
ships, and learning which variables are the more 
important ones to watch as signals for further 
developments in other returns (McNelis, 2005).

In this study, the main motivation is develop-
ing reliable EWS by using ANFIS. High stock 
market volatility and excessive stock prices make 
stock markets more risky. ISE national 100 index 
data was used to measure the dynamic change of 
volatility of ISE. A model was developed to pre-
dict the occurrence of such crises by using stock 
market volatility and rising stock prices or rising 
ISE national 100 index. Five variables as input 
variables and one variable as an output variable 
were included in the model. The output variable 
is a risk indicator of crisis which represents the 
probability of a stock market crash. If the prob-
ability is strong, it should be interpreted as a 
warning signal that a stock market crash is more 
likely to happen. Adaptive neuro fuzzy inference 
system (ANFIS) is used in the model to give early 
warning signals and these signals help forecasting 
any stock market crashes before it happens. Also, 
simple logistic, logistic regression, and artificial 
neural networks of multi layer Perceptron was 
used for benchmarking purpose.

The rest of the chapter is organized as follows: 
Section 2 surveys the related works with develop-
ing EWS. In section 3, variables and data mining 
methods are explained. Respectively, Section 4 
reports the results of data mining classifiers and 
detailed explanation of the ANFIS model. Finally, 
conclusions are drawn in Section 5.

bACKGROUND

There are various types of financial crises: cur-
rency crises, banking crises, sovereign debt crises, 
private sector debt crises, equity market crises. 
Most of the early warning systems was developed 
so far have tried to predict currency crises, bank-
ing crises or both. Previous early warning systems 
of financial crises have been used methods that 

fall into two broad categories. One approach uses 
logit or probit models, whereas the other extracts 
signals from a range of indicators (Bussiere & 
Fratzscher, 2006).

The advantage of logit or probit model is to 
represent all the information contained in the 
variables by giving the probability of the crisis. 
The disadvantage is that it cannot gauge the pre-
cise forecasting ability of each variable though it 
can give the significance level of each variable. 
In other words, the ability of the correct signal 
and false alarm for each variable cannot be seen 
exactly from the model. On the other hand, the 
signal approach can show the contribution of each 
variable for the crisis prediction. Besides, it can 
also offer a summary indicator by calculating 
the conditional probability given the number of 
indicators used for signaling (Lin, et al., 2006).

Frankel and Rose (1996) use a panel of annual 
data for over one hundred developing countries 
from 1971 through 1992 to characterize currency 
crashes. They define a currency crash as a large 
change of the nominal exchange rate that is also 
a substantial increase in the rate of change of the 
nominal depreciation. They examine the composi-
tion of the debt as well as its level, and a variety 
of other macroeconomic, external and foreign 
factors. Factors are significantly related to crash 
incidence, especially output growth, the rate of 
change of domestic credit, and foreign interest 
rates. A low ratio of foreign direct investment to 
debt is consistently associated with a high likeli-
hood of a crash.

Kaminsky, et al. (1998) examines the empirical 
evidence on currency crisis and proposes a specific 
early warning system. This system involves moni-
toring the evolution of several indicators that tend 
to exhibit an unusual behavior in periods preced-
ing a crisis. When an indicator exceeds a certain 
threshold value, this is interpreted as a warning 
“signal” that a currency crisis may take place 
within the next 24 months. The threshold values 
are calculated so as to strike a balance between 
the risk of having many false signals and the risk 
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of missing the crisis altogether. Also, since the 
group of indicators that are issuing signals would 
be identified, this helps provide information about 
the source(s) of problems that underlie a crisis.

Peltonen’s study (2006) analyzes the predict-
ability of emerging market currency crises by 
comparing the often used probit model to a multi-
layer perceptron artificial neural network (ANN) 
model. The main result of the study is that both the 
probit and the ANN model are able to correctly 
signal crises reasonably well in-sample, and that 
the ANN model slightly outperforms the probit 
model. In contrast to the findings in the earlier 
literature on currency crises, the ability of the 
models to predict currency crises out-of-sample 
is found to be weak. Only in the case of the Rus-
sian crisis (1998) both models are able to signal 
its occurrence well in advance. In addition, certain 
economic factors are found to be related to the 
emerging market currency crises. These factors 
are the contagion effect, the prevailing de facto 
exchange rate regime, the current account and 
government budget deficits, as well as real gross 
domestic product (GDP) growth.

Until now, however, a few studies have been 
done on stock market crises. Kim and et al. (2004) 
studied for modeling EWSs by training classifiers 
for the distinctive features of economic crises. An 
economic crisis always makes it possible to con-
sider EWS as a pattern classifier between critical 
and normal economic situations. To find a better 
classifier for training EWSs, logistic discrimina-
tion (LD) model, decision tree (DT), support vector 
machine (SVM), neuro-fuzzy model (NF), and 
artificial neural networks (ANN) are considered 
among various classifiers. Each of these classi-
fiers has its own strength and weakness, which 
might work either positively or negatively dur-
ing training EWS. Kim defines five classifiers to 
compare in terms of their performances, which is 
done by building EWS based on each classifier for 
Korean economy, which had experienced a severe 
economic crisis in 1997. As a concluding remark 
of his studies, ANN is suggested as a better clas-

sifier and is argued that its major drawback, over 
fitting might work positively for training EWS.

Levy (2008) also analyzes stock market 
crashes. He states that stock market crashes are 
traumatic events that affect the lives of millions 
of people around the globe and have tremendous 
economic implications. Crashes are not only 
dramatic, but often completely unexpected. Levy 
suggests that spontaneous market crashes can be 
explained by a ‘social phase transition’ mechanism 
similar to statistical mechanics phase transitions. 
The analysis suggests that dramatic crashes are a 
robust and inevitable property of financial mar-
kets. It also implies that market crashes should 
be preceded by an increase in price volatility, as 
empirically observed. Thus market crashes are a 
fundamental and unavoidable part of our world. 
However, he thinks early warning systems can be 
developed that may help minimize the damages. In 
the preceding section, data modeling and executed 
data mining methods are given in detail.

MATERIAL AND METHODs

Information Extraction

In this study, ISE national 100 index data is used 
to measure the dynamic change of volatility. Data 
set covers during the December 2007-December 
2008. All variables are derived from ISE national 
100 index (xt) which are used to estimate early 
warning signals. Input variables are computed 
by using equations (1-5). Kim and et al.’s (2004) 
detailed analysis to select input variables to mea-
sure the volatility and their analysis. It is expected 
that the stock market must have shown a sudden 
increase of volatility as it headed into the crisis. 
Indeed, five input variables are considered to 
measure such a sudden volatility increase.

1.  Istanbul Stock Exchange national 100 index 
(xt),

2.  Daily rise and fall rate (pt),



113

Designing an Early Warning System for Stock Market Crashes by Using ANFIS

3.  Ten-day moving average of rise and fall rate 
( pt ),

4.  Ten-day moving variance of rise and fall 
rate (st

2)
5.  Ratio of moving variance (rt).

The frequency and amplitude of pt reflects a 
sudden volatility increase of the stock market due 
to the coming crisis. The other variables pt , st

2 
and rt add an additional dimension to the volatil-
ity analysis. Clearly, st

2 measures the amount of 
variation of pt, and rt is found to be very useful to 
obtain specific dates of sudden volatility increase. 
In fact, one can easily observe that st

2 starts to 
increase from September and there was an obvi-
ous signal or flag at September 16 by rt (i.e. rt 
exceeds 4 on that date) which is an early warning 
signal. The variable pt  is included since it is a 
variable to smooth out fluctuations over the recent 
10 days and then it would help creating a stable 
indicator. Note that a rather short period of 10 
days for moving average is taken into account in 
order to obtain the visibly clear non-stationary of 
pt. These input variables are calculated by formu-
las presented as follows:

[xt]  (1)

[pt=(xt-xt-1)/xt-1]  (2)

[ p t=
= −
∑ p
i t

t

9

i/10]  (3)

[st
2=(1/10) ( )pi pt

i t

t

= −
∑ −

9

2]  (4)

[rt=st
2/st-1

2]  (5)

The output variable or the stock market crash 
risk indicator contains normalized results of the 
multiplication of Istanbul Stock Exchange national 

100 index (xt) and the ten-day moving variance 
of rise and fall rate (st

2) values:

[the result= xt* st
2]  (6)

After normalization of the result values, the 
following rule set can be obtained:

If the result<0.2 then output=0.2,
Else If the result<0.4 then output=0.4,
Else If the result<0.6 then output=0.6,
Else If the result<0.8 then output=0.8,
Else output=1.
So the output variable was clustered into five 

intervals which are 0.2, 0.4, 0.6, 0.8 and 1. The 
output value 1 means the most risky value in the 
stock market and if the output value is 1, a stock 
market crash likely will happens in the following 
days. Actually, 5 to 8 output class is accepted well 
form for classification purpose. Therefore, data-
set clustered 5 classes to obtain well form fuzzy 
classes. But, when the dataset coverage is good 
enough, it is better to use k-means, fuzzy c-means 
or another clustering technique to partitioning 
classes dynamically.

All input and output data is divided into three 
parts as training data set(498 Records), testing 
data set(498 Records) and checking data set(498 
Records). Training data is used for model build-
ing, testing data is used for model validation and 
checking data is used for model evaluation.

In the following section, definitions of data 
mining methods are given which are used in this 
study. Following data mining methods are Adap-
tive neuro fuzzy inference system (ANFIS), 
Simple logistic (SL), Logistic regression (LR), 
and Multilayer perceptron (MLP). Matlab and 
Weka were used as data mining tools. Weka has 
not ANFIS thus, ANFIS was performed in Matlab 
and others were performed in Weka (Witten & 
Frank, 2005).

The MATLAB is a high-performance language 
for technical computing. It integrates computation, 
visualization, and programming in an easy-to-
use environment where problems and solutions 
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are expressed in familiar mathematical notation. 
Typical uses include math and computation, 
algorithm development, data acquisition, model-
ing, simulation, and prototyping, data analysis, 
exploration, and visualization, scientific and 
engineering graphics, application development, 
including graphical user interface building (The 
MathWorks, 2008a).

In this study, Fuzzy Logic Toolbox was used 
for rule generation. Fuzzy Logic Toolbox software 
is a collection of functions built on the MATLAB 
technical computing environment. It provides 
tools for you to create and edit fuzzy inference 
systems (FISs) and rules within the framework 
of MATLAB (The MathWorks, 2008b; Sivana-
ndam, 2007).

The Weka workbench is a collection of state-
of-the-art machine learning algorithms and data 
preprocessing tools. It is designed so that you can 
quickly try out existing methods on new datasets 
in flexible ways. It provides extensive support for 
the whole process of experimental data mining, 
including preparing the input data, evaluating 
learning schemas statistically, and visualizing the 
input data and the result of learning. As well as a 
wide variety of learning algorithms, it includes a 
wide range of preprocessing tools. This diverse 
and comprehensive toolkit is accessed through a 
common interface so that its users can compare 
different methods and identify those that are most 

appropriate for the problem at hand. Weka was 
developed at the University of Waikato in New 
Zealand, and the name stands for Waikato Envi-
ronment for Knowledge Analysis (WEKA). The 
system is written in Java and distributed under 
the terms of the GNU General Public License. It 
runs on almost any platform and has been tested 
under Linux, Windows, and Macintosh operating 
systems—and even on a personal digital assistant. 
It provides a uniform interface to many different 
learning algorithms, along with methods for pre- 
and post-processing and for evaluating the result 
of learning schemas on any given dataset (Witten 
& Frank, 2005).

Next section argues the ANFIS structure and 
architecture for how we can generate fuzzy rules 
for obtaining best prediction results.

Adaptive Neuro Fuzzy 
Inference system (ANFIs)

A Fuzzy Logic System (FLS) can be seen as a 
non-linear mapping from the input space to the 
output space. The mapping mechanism is based on 
the conversion of inputs from numerical domain 
to fuzzy domain with the use of fuzzy sets and 
fuzzifiers, and then applying fuzzy rules and fuzzy 
inference engine to perform the necessary opera-
tions in the fuzzy domain. The result is transformed 
back to the arithmetical domain using defuzzifiers. 

Figure 1. Istanbul Stock Exchange national 100 index of 2008 (xt)
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The ANFIS approach uses Gaussian functions for 
fuzzy sets and linear functions for the rule outputs. 
The parameters of the network are the mean and 
standard deviation of the membership functions 
(antecedent parameters) and the coefficients of the 
output linear functions (consequent parameters). 
Fuzzy inference systems (FISs) are also known 
as fuzzy rule-based systems, fuzzy model, fuzzy 
expert system, and fuzzy associative memory. 
This is a major unit of a fuzzy logic system. The 
decision-making is an important part in the entire 
system. The FIS formulates suitable rules and 
based upon the rules the decision is made. This 
is mainly based on the concepts of the fuzzy set 
theory, fuzzy IF–THEN rules, and fuzzy reason-
ing. FIS uses “IF. . . THEN. . . ” statements, and 
the connectors present in the rule statement are 
“OR” or “AND” to make the necessary decision 
rules. The basic FIS can take either fuzzy inputs 
or crisp inputs, but the outputs it produces are 
almost always fuzzy sets. When the FIS is used as 
a controller, it is necessary to have a crisp output. 
Therefore in this case defuzzification method 
is adopted to best extract a crisp value that best 
represents a fuzzy set. The most important two 
types of fuzzy inference method are Mamdani and 
Takagi–Sugeno method. Takagi–Sugeno method 
is used in this study. The Sugeno fuzzy model was 
proposed by Takagi, Sugeno, and Kang in an ef-
fort to formalize a system approach to generating 
fuzzy rules from an input–output data set. Sugeno 
fuzzy model is also known as Sugeno–Takagi 
model (Jang, 1992;1993).

A typical fuzzy rule in a Sugeno fuzzy model 
has the format

IF x is A and y is B THEN z = f(x, y),  (7)

where A,B are fuzzy sets in the antecedent; Z = 
f(x, y) is a crisp function in the consequent. Usu-
ally f(x, y) is a polynomial in the input variables 
x and y, but it can be any other functions that can 
appropriately describe the output of the system 
within the fuzzy region specified by the ante-

cedent of the rule. When f(x, y) is a first-order 
polynomial, we have the first-order Sugeno fuzzy 
model. When f is a constant, we then have the 
zero-order Sugeno fuzzy model, which can be 
viewed either as a special case of the Mamdani 
FIS where each rule’s consequent is specified by a 
fuzzy singleton, or a special case of Tsukamoto’s 
fuzzy model where each rule’s consequent is speci-
fied by a membership function of a step function 
centered at the constant. Moreover, a zero-order 
Sugeno fuzzy model is functionally equivalent 
to a radial basis function (RBF) network under 
certain minor constraints. The first two parts of 
the fuzzy inference process, fuzzifying the inputs 
and applying the fuzzy operator, are exactly the 
same. The main difference between Mamdani and 
Sugeno is that the Sugeno output membership 
functions are either linear or constant. A typical 
rule in a Sugeno fuzzy model has the following 
form (Jang, 1993; 1996):

IF Input 1 = x AND Input 2 = y, THEN Output  
is z = ax + by + c.  (8)

For a zero-order Sugeno model, the output 
level z is a constant (a = b =0). The output level 
zi of each rule is weighted by the firing strength 
wi of the rule (Jang, 1996).

Rule 1: If X is A1 and Y is B1, then f1 = p1x + 
q1y + r1

Rule 2: If X is A2 and Y is B2, then f2 = p2x + 
q2y + r1 (9)

The fuzzy reasoning mechanism is summarized 
in Figure 2. Weighted averages are used in order 
to avoid extreme computational complexity in 
defuzzification processes.

The ANFIS learning algorithm is used to obtain 
these parameters. This learning algorithm is a 
hybrid algorithm consisting of the gradient descent 
and the least-squares estimate. Using this hybrid 
algorithm, the rule parameters are recursively 
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updated until an acceptable error is reached. It-
erations have two steps, one forward and one 
backward. In the forward pass, the antecedent 
parameters are fixed, and the consequent param-
eters are obtained using the linear least-squares 
estimate. In the backward pass, the consequent 
parameters are fixed, and the output error is back-
propagated through this network, and the anteced-
ent parameters are accordingly updated using the 
gradient descent method.

In the designing of ANFIS model, the number 
of membership functions, the number of fuzzy 
rules, and the number of training epochs are im-
portant factors to be considered. If they were not 
selected appropriately, the system will over-fit the 
data or will not be able to fit the data. Adjusting 
mechanism works using a hybrid algorithm com-
bining the least squares method and the gradient 
descent method with a mean square error method. 
The aim of the training process is to minimize 
the training error between the ANFIS output and 

the actual objective. This allows a fuzzy system 
to train its features from the data it observes, and 
implements these features in the system rules. 
ANFIS has the following layers as represented 
in Figure 3.

ANFIs Algorithm

Layer 0: It consists of plain input variable set.
Layer 1: Each node in this layer generates a 

membership grade of a linguistic label. For in-
stance, the node function of the i-th node may be 
a generalized bell membership function:
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Figure 2. First-order Sugeno fuzzy model

Figure 3. ANFIS architecture
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where x is the input to node i; Ai is the linguistic 
label (small, large, etc.) associated with this node; 
and {ai, bi, ci} is the parameter set that changes the 
shapes of the membership function. Parameters in 
this layer are referred to as the premise parameters.

Layer 2: The function is a T-norm operator 
that performs the firing strength of the rule, e.g., 
fuzzy conjunctives AND and OR. The simplest 
implementation just calculates the product of all 
incoming signals.

w A x B y ii i i= =µ µ( ) ( ), , .1 2  (11)

Layer 3: Every node in this layer is fixed 
and determines a normalized firing strength. It 
calculates the ratio of the jth rule’s firing strength 
to the sum of all rules firing strength.

w
w

w w
ii

i=
+

=
1 2

1 2, , .  (12)

Layer 4: The nodes in this layer are adaptive 
and are connected with the input nodes (of layer 
0) and the preceding node of layer 3. The result 
is the weighted output of the rule j.

w f w p x q y ri i i i i i= + +( )  (13)

where wi  is the output of layer 3, and {pi, qi, ri}
is the parameter set. Parameters in this layer are 
referred to as the consequent parameters.

Layer 5: This layer consists of one single node 
which computes the overall output as the summa-
tion of all incoming signals.

Overall Output = w f
w f
wi i

i

i ii

ii

∑ ∑
∑

=  (14)

The basic learning rule of ANFIS is the back-
propagation gradient descent which calculates 
error signals (the derivative of the squared error 

with respect to each node’s output) recursively 
from the output layer backward to the input 
nodes. This learning rule is exactly the same as 
the back-propagation learning rule used in the 
common feed-forward neural networks (Jang, 
1992, 1993, 1996).

simple Logistic (sL) Curve

The Simple logistic (SL) curve model is widely 
used for fitting curves and constructing models 
to predict some unknown variables. The most 
important characteristic of simple logistic model 
is that it is symmetric about the point of inflection. 
This feature represents that the process which will 
happen after the point of inflection is the mirror 
image of the process that happened before the 
point. The model for the simple logistic curve 
is controlled by three coefficients, a, b, and L is 
expressed as

yt=L /1 + ae-bt (14)

where yt is the value of interest, L is the maxi-
mum value of yt, a describes the location of the 
curve, and b controls the shape of the curve. To 
estimate the parameters for a and b, the equation 
of the simple logistic model is transformed into 
a linear function using natural logarithms. The 
linear model is expressed as

yt=ln(yt/L- yt) = -ln(a) + bt  (15)

where the parameter a and b are then estimated 
using a simple linear regression (Trappey, 2008).

Logistic Regression (LR)

Linear regression can be used to approximate 
the relationship between a continuous response 
variable and a set of predictor variables. How-
ever, the response variable is often categorical 
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rather than continuous. For such cases, linear 
regression is not appropriate, but the analyst can 
turn to an analogous method, logistic regression 
(LR), which is similar to linear regression in many 
ways. Logistic regression refers to methods for 
describing the relationship between a categorical 
response variable and a set of predictor variables. 
Logistic regression assumes that the relationship 
between the predictor and the response is non-
linear. In linear regression, the response variable 
is considered to be a random variable Y = β0 + 
β1x + ε with conditional mean π(x) = E(Y|x) = β0 
+ β1x. The conditional mean for logistic regres-
sion takes on a different form from that of linear 
regression (Larose, 2005).

Multilayer Perceptron (MLP)

Neural network models can be used for nonlin-
ear classification. They connected many simple 
Perceptron like models in a hierarchical structure. 
This can represent nonlinear decision boundaries. 
There are two aspects to how to learn a multilayer 
perceptron: learning the structure of the network 
and learning the connection weights. It turns out 
that there is a relatively simple algorithm for 
determining the weights given a fixed network 
structure. This algorithm is called back propaga-
tion. However, although there are many algo-
rithms that attempt to identify network structure, 
this aspect of the problem is commonly solved 
through experimentation—perhaps combined 
with a healthy dose of expert knowledge. Some-
times the network can be separated into distinct 
modules that represent identifiable subtasks (e.g., 
recognizing different components of an object in 
an image recognition problem), which opens up a 
way of incorporating domain knowledge into the 
learning process. Often a single hidden layer is all 
that is necessary, and an appropriate number of 
units for that layer are determined by maximizing 
the estimated accuracy (Witten & Frank, 2005).

bENCHMARKING DATA 
MINING METHODs

When tried to compare two or more different 
artificial learning methods on the same problem 
to see which one is the better, it has been needed 
to benchmark success and failure parameters. It 
seems simple, to estimate the error using cross-
validation (or any other suitable estimation proce-
dure), perhaps repeated several times, and choose 
the scheme whose estimate is smaller. This is quite 
sufficient in many practical applications: if one 
method has a lower estimated error than another 
on a particular dataset, the best we can use the 
former method’s model. However, it may be that 
the difference is simply caused by estimation er-
ror, and in some circumstances it is important to 
determine whether one schema is really better than 
another on a particular problem. This is a standard 
challenge for machine learning researchers. If a 
new learning algorithm is proposed, its proponents 
must show that it improves on the state of the art 
for the problem at hand and demonstrate that the 
observed improvement is not just a chance ef-
fect in the estimation process. This is a job for a 
statistical test that gives confidence bounds, the 
kind we met previously when trying to predict 
true performance from a given test-set error rate. 
If there were unlimited data, we could use a large 
amount for training and evaluate performance on 
a large independent test set, obtaining confidence 
bounds just as before. However, if the difference 
turns out to be significant we must ensure that 
this is not just because of the particular dataset 
we happened to base the experiment on. What we 
want to determine is whether one scheme is better 
or worse than another on average, across all pos-
sible training and test datasets that can be drawn 
from the domain. Because the amount of training 
data naturally affects performance, all datasets 
should be the same size: indeed, the experiment 
might be repeated with different sizes to obtain 
a learning curve.
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Using training data to derive a classifier or 
predictor and then to estimate the accuracy of the 
resulting learned model can result in misleading 
overoptimistic estimates due to overspecialization 
of the learning algorithm to the data. Instead, ac-
curacy is better measured on a test set consisting 
of class-labeled tuples that were not used to train 
the model. The accuracy of a classifier on a given 
test set is the percentage of test set tuples that are 
correctly classified by the classifier. In the pattern 
recognition literature, this is also referred to as 
the overall recognition rate of the classifier, that 
is, it reflects how well the classifier recognizes 
tuples of the various classes.

The confusion matrix (CM) is a useful tool for 
analyzing how well your classifier can recognize 
tuples of different classes. A confusion matrix 
for two classes is shown in Table 1. Given m 
classes, a confusion matrix is a table of at least 
size m by m. An entry, CMi, j in the first m rows 
and m columns indicates the number of tuples of 
class i that were labeled by the classifier as class 
j. For a classifier to have good accuracy, ideally 
most of the tuples would be represented along 
the diagonal of the confusion matrix, from entry 
CM1, 1 to entry CMm, m, with the rest of the entries 
being close to zero. The table may have additional 
rows or columns to provide totals or recognition 
rates per class (Fawcat, 2003).

Given two classes, we can talk in terms of 
positive tuples versus negative tuples. True posi-
tives (TP) refer to the positive tuples that were 
correctly labeled by the classifier, while true 
negatives (TN) are the negative tuples that were 
correctly labeled by the classifier. False positives 

(FP) are the negative tuples that were incorrectly 
labeled. Similarly, false negatives (FN) are the 
positive tuples that were incorrectly labeled. These 
terms are useful when analyzing a classifier’s 
ability. Sensitivity is also referred to as the true 
positive (recognition) rate (that is, the proportion 
of positive tuples that are correctly identified), 
while specificity is the true negative rate (TNR) 
(that is, the proportion of negative tuples that are 
correctly identified). The counts in a confusion 
matrix can also be expressed in terms of percent-
ages. The true positive rate (TPR) or sensitivity 
is defined as the fraction of positive examples 
predicted correctly by the model (Han & Kamber, 
2006):

sensitivity (TPR) = TP/(TP + FN)  (16)

Similarly, the true negative rate (TNR) or 
specificity is defined as the fraction of negative 
examples predicted correctly by the model.

specificity (TNR) = TN/(TN + FP)  (17)

Accuracy is a function of sensitivity and 
specificity:

accuracy=sensi t ivi ty*pos/(pos+neg)  + 
speficity*neg(pos+neg)    (18)

Precision determines the fraction of records that 
actually turns out to be positive in the group which 
the classifier has declared as a positive class. The 
higher the precision is, the lower the number of 
false positive errors committed by the classifier.

precision = TP/(TP + FP)  (19)

Recall is defined:

recall = TP/(TP + FN) (20)

F-score, which is defined as the harmonic mean 
of recall and precision:

Table 1. A confusion matrix for positive and 
negative tuples 

 Predicted Class

Actual 
class

 C1  C2

 C1  true positives  false negatives

 C2  false positives  true negatives
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F_score=recall x precision /(recall+precision)/2  
(21)

Correctness is the percentage of correctly 
classified instances. RMSE denotes the root mean 
square error (RMSE) for the given dataset and 
method of classification. Correctness and RMSE 
values show important variety. Lower RMSE 
systems tend to make less incorrect classifica-
tions than the others and it indicates reliability 
in further testing of data.

In classification problems, it is commonly 
assumed that all tuples are uniquely classifiable, 
that is, that each training tuple can belong to only 
one class. Yet, owing to the wide diversity of data 
in large databases, it is not always reasonable to 
assume that all tuples are uniquely classifiable. 
Rather, it is more probable to assume that each 
tuple may belong to more than one class. How 
then can the accuracy of classifiers on large data-
bases be measured? The accuracy measure is not 
appropriate, because it does not take into account 
the possibility of tuples belonging to more than 
one class.

Rather than returning a class label, it is useful 
to return a probability class distribution. Accuracy 
measures may then use a second guess heuristic, 
whereby a class prediction is judged as correct if 
it agrees with the first or second most probable 
class. Although this does take into consideration, 
to some degree, the nonunique classification of 
tuples, it is not a complete solution.

ROC curves are a useful visual tool for com-
paring two classification models. The name ROC 
stands for Receiver Operating Characteristic 
(ROC). ROC curves come from signal detection 
theory that was developed during World War II 
for the analysis of radar images. An ROC curve 
shows the trade-off between the true positive rate 
or sensitivity (proportion of positive tuples that 
are correctly identified) and the false-positive rate 
(proportion of negative tuples that are incorrectly 
identified as positive) for a given model. That is, 
given a two-class problem, it allows us to visualize 

the trade-off between the rate at which the model 
can accurately recognize ‘yes’ cases versus the 
rate at which it mistakenly identifies ‘no’ cases as 
‘yes’ for different “portions” of the test set. Any 
increase in the true positive rate occurs at the cost 
of an increase in the false-positive rate. The area 
under the ROC curve is a measure of the accuracy 
of the model (Hanley & McNeil, 1982).

In order to plot an ROC curve for a given clas-
sification model, M, the model must be able to 
return a probability or ranking for the predicted 
class of each test tuple. That is, we need to rank 
the test tuples in decreasing order, where the one 
the classifier thinks is most likely to belong to the 
positive or ‘yes’ class appears at the top of the list. 
Naive Bayesian and backpropagation classifiers 
are appropriate, whereas others, such as decision 
tree classifiers, can easily be modified so as to 
return a class probability distribution for each 
prediction. The vertical axis of an ROC curve 
represents the true positive rate. The horizontal 
axis represents the false-positive rate. An ROC 
curve for M is plotted as follows. Starting at the 
bottom left-hand corner (where the true positive 
rate and false-positive rate are both 0), we check 
the actual class label of the tuple at the top of the 
list. If we have a true positive (that is, a positive 
tuple that was correctly classified), then on the 
ROC curve, we move up and plot a point. If, in-
stead, the tuple really belongs to the ‘no’ class, we 
have a false positive. On the ROC curve, we move 
right and plot a point. This process is repeated for 
each of the test tuples, each time moving up on 
the curve for a true positive or toward the right 
for a false positive. The closer the ROC curve of 
a model is to the diagonal line, the less accurate 
the model. If the model is really good, initially we 
are more likely to encounter true positives as we 
move down the ranked list. Thus, the curve would 
move steeply up from zero. Later, as we start to 
encounter fewer and fewer true positives, and more 
and more false positives, the curve cases off and 
becomes more horizontal. To assess the accuracy 
of a model, we can measure the area under the 
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curve (AUC). Several software packages are able 
to perform such calculation. The closer AUC is to 
0.5, the less accurate the corresponding model is. 
A model with perfect accuracy will have an area 
of 1.0 (Hanley & McNeil, 1982).

REsULTs

In this section various data mining classifiers 
were compared to obtain the best practical solu-
tion for the financial early warning system. We 
should again underline that it is possible to foresee 
whether the market is close to a stock market crash 
by monitoring the market’s volatility. Market 
volatility is expected to peak just before the market 
crash. The input variables are taken into account 
mainly because they can effectively measure the 
volatility change of stock market. This effect may 
be pronounced in advance, as illustrated by nu-
merical simulation, and in confirmation with the 
empirical findings. The value of the stock market 
crash risk indicator closely shows the possibility 
of an upcoming crisis. The possibility of a crisis 
is as high as the value.

Rule based models and curve fitting mod-
els have high level of precision, however they 
demonstrate poor robustness when the dataset is 
changed. In order to provide adaptability of the 
classification technique, neural network based 
alteration of fuzzy inference system parameters is 
necessary. The results prove that, ANFIS method 
combines both precision of fuzzy based classifica-
tion system and adaptability (back propagation) 
feature of neural networks in classification of data.

Receiver operating characteristics (ROC) 
curve analysis conveys information about per-
formance from all possible combinations and of 
misclassification costs and class distributions. The 
Receiver Operating Characteristic (ROC) curve, 
which is obtained by altering threshold level, 
is typically used to visualize the performance 
and robustness of the method. The ROC curve 
indicates how the prediction rate changes as the 
thresholds are varied to generate more or fewer 
false alarms. The ROC curve is a plot of prediction 
accuracy against the false positive probability that 
tradeoffs prediction accuracy against the analyst 
workload. The ROC curves for selected methods 
are illustrated on Figure 4.

The ANFIS approach uses Gaussian functions 
for fuzzy sets and linear functions for the rule 
outputs. The initial parameters of the network are 
the mean and standard deviation of the member-
ship functions (antecedent parameters) and the 
coefficients of the output linear functions (con-
sequent parameters). The ANFIS learning algo-

Figure 4. The ROC curves of selected methods

Table 2. Behnchmarking the data mining methods 

Method Sensitivity Precision Recall F-Measure ROC Area

ANFIS 0,97 0,95 0,97 0,96 0,988

Logistic regression 0,90 0,92 0,90 0,91 0,988

MultilayerPerceptron 0,85 0,87 0,85 0,86 0,996

SimpleLogistic 0,87 0,90 0,87 0,89 0,994
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rithm is then used to obtain these parameters. This 
learning algorithm is a hybrid algorithm consist-
ing of the gradient descent and the least-squares 
estimate. Using this hybrid algorithm, the rule 
parameters are recursively updated until an ac-
ceptable error is reached. Iterations have two steps, 
one forward and one backward. In the forward 
pass, the antecedent parameters are fixed, and the 
consequent parameters are obtained using the 
linear least-squares estimate. In the backward 
pass, the consequent parameters are fixed, and 
the output error is back-propagated through this 
network, and the antecedent parameters are ac-
cordingly updated using the gradient descent 
method.

In the designing of ANFIS model in Figure 5, 
the number of membership functions, the number 
of fuzzy rules, and the number of training epochs 
are important factors to be considered. If they are 
not selected appropriately, the system will overfit 
the data or will not be able to fit the data. Adjust-
ing mechanism works using a hybrid algorithm 
combining the least squares method and the gra-
dient descent method with a mean square error 
method. ANFIS creates membership functions 
for each variable input.

The aim of the training process is to minimize 
the training error between the ANFIS output and 
the actual objective. This allows a fuzzy system 

to train its features from the data it observes, and 
implements these features in the system rules.

The results indicate that ANFIS has a pretty 
good means to model of the EWS. The 78 of 83 
test samples were correctly classified. Average 
training error is 0.0498, average testing error is 
0.0653 and average checking error is 0.0587. The 
results of experiment show that the accuracy rate 
of the neuro fuzzy model is approximately 95%.

We prefer Sugeno-type for computational 
efficiency. The output of each rule is a linear 
combination of input variables and a constant 
term. The final output is the weighted average of 
each rule’s output. The basic learning rule of the 
proposed network is based on the gradient descent 
and the chain rule. Takagi and Sugeno’s fuzzy is a 
fuzzy system with crisp functions in consequent, 
which perceived proper for multifaceted applica-
tions. Due to crisp consequent functions, ANFIS 
method requires a rather uncomplicated form of 
scaling implicitly. The ANFIS has the advantage 
of good applicability as it can be interpreted as 
local linearization modeling and that form of 
state estimation is straightforwardly applicable 
to different systems.

Figure 6 shows the fuzzy inference rules which 
are obtained by the model for predicting stock 
market crashes. As mentioned before, 5 inputs are 
fed into ANFIS model and one variable output is 

Figure 5. FIS model
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obtained at the end. The last node (rightmost one) 
calculates the summation of all outputs.

FUTURE REsEARCH DIRECTIONs

As we considered in the data preparation phase, 
dataset clustering process should have to be done 
dynamically like to create fuzzy clusters accord-
ing to the output variable. By this way, ANFIS 
method may minimize the root mean squared error 
of the forecasts. Also, previous works of (Kim et 
al.,2006) and this study shows that neuro fuzzy 
approach good enough to predict financial crises 
by using different economical characteristics. In 
order to forecast economical situations before 
the crisis, we have to develop new economical 
indicators for tracking the stability of economic 
systems. In Turkey, ISE has not represents all 
economic developments in advance. Therefore, 
other economical metrics and indicators should 
have to be taken into account to develop more 
powerful EWS forecasting system. Because stock 
market crashes triggers the economical crashes 
but vice versa is true too.

CONCLUsION

In this chapter, we presented a new methodology 
of early warning system for stock market crashes 
and this new methodology is able to provide 
excellent early warning information. We have 
constructed early warning systems by using vari-
ous data mining classifiers. The empirical results 
show that the proposed ANFIS model is the most 
successful. ISE national 100 index data is non-
linear and ANFIS can model non-linear system 
successfully. Consequently, the model learns 
patterns from the dataset and these patterns can 
help us decide upcoming stock market crashes 
and so the model is capable of indicating crash 
risks effectively. One disadvantage of the ANFIS 
method is that the complexity of the algorithm is 
high when there are more than a number of inputs 
fed into the system. However, when the system 
reaches an optimal configuration of membership 
functions, it can be used efficiently against large 
datasets. Based on the accuracy of the results of the 
study, it can be stated that the ANFIS model can 
be used as an alternative to current financial early 
warning systems to predict stock market crashes. 
ANFIS was used as a part of a new and progres-
sive technology, data mining and data mining is 

Figure 6. FIS rules
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among the fastest increasing business technologies 
in the world. Early warning systems based on data 
mining are especially becoming integral parts of 
our daily lives. Early warning systems can reduce 
or eliminate losses that are caused by disasters. 
Our capability for forecasting future economic, 
social, and political discontinuities is much less 
well developed (Ayres, 2000). Therefore, we be-
lieve that scientist should put emphasis on early 
warning systems more than usual.
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KEY TERMs AND DEFINITIONs

Adaptive Neuro Fuzzy Inference System 
(ANFIS): ANFIS is a non-linear mapping system 
that utilized advantages of neuro fuzzy and radial 
basis functions neural network for generating 
fuzzy rules for forecasting the results.

Data Mining (DM): DM is an approach to 
handle very large data sets for segmentation, clas-
sification, clustering, etc., purpose for detecting 
useful patterns and extracting information.

Stock Market Crashes (SMC): SMC is an 
unstable declining trend of the stock markets.

Economical Crisis (EC): EC is a declining 
trend and risky situation that internal and exter-
nal economic markets triggered each other like 
domino effect.

Early Warning System (EWS): EWS may be 
useful to tracking any economical or environmen-
tal systems’ behaviors to detect anomalies or any 
different trends for making proactive decisions.
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INTRODUCTION

Bankruptcy prediction has been a major research 
topic in accounting and finance for at least a 

century since corporate bankruptcy can affect the 
economy of every country seriously. Therefore, 
timely and correctly predicting bankruptcy is a 
great importance to various stakeholders (e.g. 
management, investors, employees, shareholders 

AbsTRACT

It is very important for financial institutions which are capable of accurately predicting business fail-
ure. In literature, numbers of bankruptcy prediction models have been developed based on statistical 
and machine learning techniques. In particular, many machine learning techniques, such as neural 
networks, decision trees, etc. have shown better prediction performances than statistical ones. However, 
advanced machine learning techniques, such as classifier ensembles and stacked generalization have 
not been fully examined and compared in terms of their bankruptcy prediction performances. The aim 
of this chapter is to compare two different machine learning techniques, one statistical approach, two 
types of classifier ensembles, and three stacked generalization classifiers over three related datasets. 
The experimental results show that classifier ensembles by weighted voting perform the best in term 
of predication accuracy. On the other hand, for Type II errors on average stacked generalization and 
single classifiers perform better than classifier ensembles.
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and other interested parties) as it provides them 
some early warnings (Shin, et al, 2005; Lensberg, et 
al, 2006; Van Gestel et al., 2006; Hua et al. 2007).

Financial failure always occurs when the firm 
has chronic and serious losses, owns negative net 
worth that the market value of assets is less than 
total liabilities, and/or in a situation which is firm’s 
inability to pay debts as they come due. The com-
mon assumption underlying bankruptcy prediction 
is that a firm’s financial statements appropriately 
reflect all these characteristics. Therefore, almost 
all prior researches (such as Deakin, 1972; Ohl-
son, 1980; Richardson, et al., 1998; Van Gestel 
et al. 2006; Hua et al., 2007; Alfaro et al., 2008) 
have predicted financial distress through several 
classification techniques by using financial ratios 
(e.g. leverage, size of firm, and current liquidity) 
and data originating from these statements.

However, traditional statistics such as uni-
variate approaches (Beaver, 1966), multivariate 
approaches, linear multiple discriminant ap-
proaches (MDA) (Altman, 1968; Altman, et al., 
1977), and multiple regression (Meyer & Pifer, 
1970) typically rely on the linearity assump-
tion, as well as normality assumptions which is 
difficult to apply to the real world problem. To 
develop a more accurate and generally applicable 
prediction model, machine learning and artificial 
intelligence techniques including neural networks, 
decision trees, genetic algorithm (GA), support 
vector machine (SVM), etc., have been success-
fully applied in corporate financial bankruptcy 
forecasting recently (Wu et al., 2007; Hua et al., 
2007; Huang et al., 2008; Alfaro et al., 2008). 
Especially, the neural network models trained 
by the back-propagation learning algorithm and 
decision trees are the popular techniques used for 
financial and accounting literatures.

The consideration of prior studies has been 
to identify the single best model for predicting 
financial distress. However, many researches 
have realized that there exists limitation on using 
a single classification technique. This observation 
has motivated the relatively recent studies utiliz-

ing classifiers combinations (i.e. Multi-classifier 
system or ensembles) for better accuracy (Zhou 
& Zhang, 2002; Kim, et al., 2002; West, et al., 
2005; Tsai & Wu, 2008; Nanni & Lumini, 2009). 
Besides classifier ensembles, stacked generaliza-
tion is another advanced learning approach which 
estimates the errors of using one single technique 
and then corrects those errors to maximize the 
accuracy (Wolpert, 1992; Tsai, 2003).

Although the two approaches may provide 
more accurate prediction results in various do-
mains, there are very few researches comparing 
with different models based on these machine 
learning techniques to examine their prediction 
performances. Therefore, this paper develops a 
classifier ensemble and stacked generalization 
model, respectively and employs a multilayer 
perception neural network, decision trees, and 
logistic regression as the baseline classifiers to 
assess the accuracy and Type I/II errors of these 
models.

The remainder of this paper is organized 
as follows. Section 2 reviews the predictors of 
bankruptcy and describes the concept of pattern 
classification and different classification tech-
niques. Section 3 describes the development of 
different models and the evaluation methods of 
them. In Section 4, the experiments are based on 
comparing the prediction performance of models 
in terms of average prediction accuracy and the 
type I and type II errors over three well-known 
and public downloadable datasets. Finally, the 
conclusion is made in Section 5.

LITERATURE REVIEW

bankruptcy Prediction

Factors of Bankruptcy

According to the definition of Beaver (1966), fi-
nancial failure is defined as the inability of a firm 
to pay its financial obligations as they mature. In 
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other words, a firm is said to have failed when 
any of the following events have occurred: bank-
ruptcy, bond default, an overdrawn bank account, 
or nonpayment of a preferred stock dividend. 
Among of these, the latter three events will also 
result in bankruptcy. Therefore, bankruptcy always 
occurs in the situation that the firm suffers from 
continuous losses, owns the negative, or is not 
able to pay debts as they come due.

Bankruptcy of a business firm is a great event 
which can produce substantial losses to credi-
tors and stockholders. Therefore, a model which 
predicts potential business failures as early as 
possible would serve to reduce such losses by 
providing sufficient warning to these interested 
parties (Deakin, 1972; Ohlson, 1980; Shin et al., 
2005; Van Gestel et al., 2006; Hua et al. 2007). 
In many prior related studies, the common as-
sumption underlying bankruptcy prediction is 
that a firm’s financial statements appropriately 
reflect all bankruptcy situations. Therefore, the 
financial ratios in statements are always better 
predictors of bankruptcy prediction (Altman, 
1968; Deakin, 1972; Ohlson, 1980; Richardson 
et al., 1998; Van Gestel et al. 2006; Hua et al., 
2007; Alfaro et al., 2008).

Beaver (1966) examines the predictive abil-
ity of six groups of financial ratios including 
cash-flow ratios, net-income ratios, debt to total 
assets ratios, liquid-assets to total assets ratios, 
liquid-assets to current debt ratios, and turnover 
ratios in predicting financial failure. Ohlson 
(1980) indicates that the company size, financial 
structure, firm performance, and current liquid-
ity are four basic factors as being statistically 
significant in affecting the probability of failure. 
Deakin (1972) employs a discriminant analysis 
to predict business failure using four categories 
contain fourteen ratios.

Modeling Bankruptcy Prediction

To predict corporate bankruptcy, several classi-
fication techniques are suggested to employ. In 

the early work, univariate approaches used ratio 
analysis; multivariate approaches combined mul-
tiple ratios and characteristics to predict financial 
distress (Deakin, 1972; Ohlson, 1980; Pastena & 
Ruland, 1986). Otherwise, multiple discriminant 
analysis and multiple regressions attempt to 
identify the most efficient hyperplane to linearly 
separate between successful and non-successful 
firms (Beaver, 1966; Altman, 1968; Meyer & Pi-
fer, 1970; Altman et al., 1977). Balcaen & Ooghe 
(2006) review 35 years of studies on business 
failure, and discriminate four general types of 
classical statistical methods including univariate 
analysis, risk index methods, multivariate dis-
criminant analysis, and conditional probability 
models applied in corporate failure prediction.

However, traditional statistics typically rely 
on the linear separability, and normality assump-
tions. Recent researches focus on machine learn-
ing techniques which are sophisticated nonlinear 
model, such as artificial neural networks and 
decision trees, to increase predication accuracy 
of the models (Park & Han, 2002; Shin & Lee, 
2002; Shin, Lee, & Kim, 2005; Hua et al., 2007; 
Huang et al., 2008; Alfaro et al., 2008).

Particularly, Pendharkar (2008) compares the 
result of artificial neural networks to other com-
petitive intelligent techniques such as inductive 
machine learning and genetic algorithms. Salcedo-
Sanz et al. (2005) propose genetic programming 
for the prediction of possible bankruptcy of the 
insurance companies.

Compare to some researches focus on iden-
tifying the single best model, more and more 
studies utilize classifiers ensembles to reduce 
the generalization error of a single model and 
increase the accuracy for financial decision prob-
lems (West et al., 2005; Tsai & Wu, 2007; Nanni 
& Lumini, 2009). Specifically, Breiman (1996) 
and Breiman (1999) confirm that the ensembles 
of predictors have demonstrated the potential to 
reduce the generalization error of a single model 
from 5% to 70%.
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On the other hand, stacked generalization is 
another advanced machine learning approach 
which estimates the errors of using one single 
technique and then corrects those errors to maxi-
mize the accuracy (Wolpert, 1992; Tsai, 2003). 
However, these two advanced machine learning 
techniques have not been applied in the domain 
of financial distress prediction simultaneously 
to compare their prediction performances with 
single baseline predication models. Therefore, this 
paper develops a classifier ensemble and stacked 
generalization model, respectively and employs 
a multilayer perception neural network, decision 
trees, and logistic regression as the baseline clas-
sifiers to assess the prediction accuracy and Type 
I/II errors of these models.

Machine Learning

Pattern Classification

Pattern classification is the scientific discipline 
whose goal is to classify unknown patterns based 
on current knowledge or statistical information 
extracted from patterns into a number of categories 
or classes (Theodoridis & Koutroumbas, 2006). In 
general, pattern classification contains supervised 
learning or classification and unsupervised learn-
ing or clustering techniques.

Supervised learning techniques calculate the 
value of some variables, and classifies according to 
results. In other words, supervised learning means 
that if a set of training data are available, the clas-
sifier is designed by exploiting this a priori known 
information (Theodoridis & Koutroumbas, 2006). 
The popular algorithms of supervised learning 
techniques include decision trees, artificial neu-
ral networks, and so on (Tou & Gonzalez, 1974; 
Han & Kamber, 2001). The followings describe 
the well-known and widely used classification 
techniques in bankruptcy prediction.

Multilayer-Perceptron (MLP) Neural Net-
works
Neural Networks (NNs) are a class of input-output 
models capable of learning through a process 
of trial and error, and collectively constitute a 
particular class of nonlinear parametric models 
where learning corresponds to statistical estima-
tion of model parameters (Li & Tan, 2006). Neural 
networks can be regarded as a black box system, 
which is not required to understand its internal 
architecture for the final output decision. It is an 
information processing paradigm that is inspired 
by the way of the biological nervous system, such 
as the brain to process information.

Neural Networks can be distinguished into 
single-layer perception and multilayer percep-
tron (MLP). The multilayer perceptron consists 
of multiple layers of simple, two taste, sigmoid 
processing nodes or neurons that interact by using 
weighted connections. The MLP network may 
contain several intermediary layers between input 
and output layers. Such intermediary layers are 
called hidden layers and composed of number of 
nodes embedded in these layers, which are called 
hidden nodes. Based on prior research results 
(Zhan, et al., 1998; Hung, et al. 2006), multilayer 
perception is a relatively accurate neural network 
model.

Decision Trees
A decision tree is constructed by many nodes 
and branches on different stages and various 
conditions. It is a very popular and powerful tool 
for many prediction and classification problems 
since it can produce a number of decision rules. 
Several algorithms of decision trees have been 
developed, such as C4.5 and C5.0. Among them, 
classification and regression trees (CART) devel-
oped by Breiman et al. (1984) is a non-parametric 
statistical method to construct a decision tree 
to solve classification and regression problems 
(Deconinck et al., 2005; Lee et al., 2006). CART 
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is a single procedure that can be used to analyze 
either categorical or continuous data using the 
same technology. When the dependent variable is 
categorical, CART produces a classification tree, 
when it is continuous it will read to a regression 
tree.

According to Breiman et al. (1984), CART can 
be summarized into three stages. In the first step, 
a maximal tree is growing by using a recursive 
partitioning technique to select variables and split 
points using a splitting criterion. In the next step 
the overgrown tree, which shows overfitting, is 
pruned. Cross-validation or a testing sample will 
be used to provide estimates of future classifica-
tion errors for each subtree. The last stage is to 
select the optimal tree, which corresponds to a 
tree yielding the lowest cross-validated or testing 
set error rate.

Logistic Regression
Logistic regression is a widely used statistical 
modeling technique in which the probability 
of a dichotomous outcome is related to a set of 
potential independent variables (Cox & Snell, 
1989; Hosmer & Lemeshow, 1989) and it is 
used to forecast the value of two class labels or 
sequence variables (Ozdamar, 2004). Although 
it is one of traditional statistical techniques, the 
logistic regression model does not necessarily 
require the assumptions of discriminant analy-
sis. However, Harrell & Lee (1985) found that 
logistic regression is as efficient and accurate as 
discriminant analysis even though the assumptions 
of discriminant analysis are satisfied. Logistic 
regression models have been widely discussed in 
social research, medical research, design, control, 
financial decision-making, market segmentation, 
and customer behaviors (Kay et al., 2000; Wei & 
Chiu, 2002; Kane & Velury, 2004; Stanley & De-
Zoort, 2007) and has also been explored by Daily 
& Dalton (1994), Richardson, et al. (1998), and 
Laitinen & Laitinen (2000) in building corporate 
financial distress prediction models.

Classifier Ensembles

Many researchers have realized that there exist 
limitations on using single classification tech-
niques. Therefore, relatively recent researches 
utilize multiple classifiers known as classifier 
ensembles for better accuracy, and the superiority 
of these approaches with multiple classifiers and 
features over single classification techniques have 
been proved (Zhou & Zhang, 2002; Kim et al., 
2002; West et al., 2005; Tsai & Wu, 2008; Nanni 
& Lumini, 2009).

In particular, Hayashi & Setiono (2002) indi-
cate increased accuracy diagnosing hepatobili-
ary disorders from ensembles of 30 MLP neural 
networks. Hu & Tsoukalas (2003) and Sohn & 
Lee (2003) tested both bagging and boosting en-
sembles, and provide a reduction in generalization 
error for the bagging neural network ensemble of 
6.3% relative to the single neural network model. 
The main idea of using ensembles is that the 
combination of classifiers (e.g. neural network, 
naïve Bayes, Genetic algorithm, Fuzzy logic, etc.) 
can lead to an improvement in the performance 
of a pattern recognition system in terms of better 
generalization and/or in terms of increased ef-
ficiency and clearer design (Canuto et al., 2007).

There are two families of combining multiple 
classifiers: serial combination and parallel com-
bination. The serial combining method is based 
on combining classifiers sequentially. That is, the 
input of the i-th classifier is based on the output 
of the i-1-th classifier (Kimura & Shridhar, 1991). 
However, the parallel combining method is based 
on combining classifiers in parallel. If an input is 
given, multiple classifiers classify it concurrently, 
and then the classification results from them are 
integrated by a combination method, such as 
majority voting, weighted voting, bagging, and 
boosting, etc. (Kim et al., 2002).
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Stacked Generalization

Stacked generalization proposed by Wolpert 
(1992) is another advanced machine learning 
approach (Hu & Tsoukalas, 2003). The aim of 
stacked generalization is to estimate the error of 
using one single technique and then corrects those 
errors to maximize the accuracy (Wolpert, 1992; 
Tsai, 2003). Stacked generalization is based on 
combining a number of trained classifiers, and 
finding out a system to improve the generalization 
performance from the beginning to end by using 
some partitions of a given dataset. In other words, 
stacked generalization is composed of multi-level 
training stages (in general, two levels of training). 
That is, level-N classifiers are trained and can 
produce some classification results (by giving a 
testing set), and then, these results will become 
new training data for constructing the level-N+1 
classifiers. Finally, the final classification result 
can be obtained from the level-N+1 classifiers. 
Figure 1 shows a modular classifier system which 
is based on stacked generalization and combines 
the outputs of several level-N classifiers using a 
level-N+1 classifier to produce the final output.

Related Work

Table 1 compares some related work published 
from 2005 to 2009 in terms of the classifier 
constructed, the dataset used, evaluation mea-

sure considered, etc. Detailed reviews of related 
studies can be referred to Kumar & Ravi (2007) 
and Tsai (2008).

Regarding Table 1, classifier ensembles based 
on MLP have been considered to improve the 
predication performance of single classifiers. 
However, other classifier ensembles have not been 
examined. In addition, there is no related study 
constructing stacked generalization for compari-
sons. On the other hand, the Australian, German, 
and Japanese datasets are widely used as the 
benchmarks.

EXPERIMENTAL sETUP

The Datasets

In this work, we use three bankruptcy prediction 
related datasets to conduct the experiments, which 
are Australian, German, and Japanese datasets. 
In literatures, these datasets are widely used for 
experiments and simulations (Hoffmann et al., 
2007; Hsieh, 2005; Huang et al., 2007; Martens 
et al., 2007; Nanni & Lumini, 2008; Ong et al., 
2005; Tsai & Wu, 2008b; West, 2000; West et al., 
2005). Table 2 shows the detailed information of 
these datasets. In particular, 5-fold cross validation 
is considered for each dataset during training and 
testing the developed models. For detailed infor-

Figure 1. Architecture of stacked generalization
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mation of the variables over these three datasets, 
please refer to their websites.

For the Japanese dataset, the data samples 
contain positive and negative instances of people 
who were and were not granted credit. Similarly, 
the German and Australian datasets are used to 
classify people into good or ad credit risk groups. 
It should be noted here that there is no exact answer 
to what factors (variables) can well represent 
(non)bankruptcy in literature and this is out the 
scope of this paper. In addition, this paper does 
not consider feature selection to filter out unrep-
resentative variables during the data pre-process-

ing step in order to obtain better prediction per-
formances (Tsai, 2009).

single Classifiers

In the bankruptcy prediction domain, multi-layer 
perceptron (MLP) neural networks, decision trees 
(CART) and logistic regression are widely used. 
Detailed reviews of these techniques can be re-
ferred to Kumar & Ravi (2007) and Tsai (2008).

Therefore, for the single classification tech-
niques considered in this paper are the MLP neu-
ral network, decision trees (CART) and logistic 

Table 1. Comparisons of related work 

Work Classifier Dataset Evaluation

Chuang & Lin (2009) MLP German Accuracy; Type I/II errors

Luo et al. (2009) Support vector machines Australian; 
German Accuracy

Nanni & Lumini (2009) MLP ensembles
Australian; 
German; 
Japanese

Accuracy; Type I/II errors

Lin et al. (2008) Support vector machines Australian; 
German Accuracy; statistical analysis

Tsai & Wu (2008) MLP ensembles
Australian; 
German; 
Japanese

Accuracy; Type I/II errors

Hua et al. (2007) Support vector machines; 
logistic regression Shang-hai Stock Exchanges Accuracy; statistical analysis

Huang et al. (2007) Support vector machines Australian; 
German Accuracy; statistical analysis

Lee et al. (2006) MLP; decision trees; 
logistic regression Taiwan Accuracy

Tsakonas et al. (2006) MLP Greek Accuracy; Type I/II errors

Lee et al. (2005) Cluster; MLP Korea Accuracy; Type I/II errors

West et al. (2005) MLP ensembles Australian; 
German Accuracy; statistical analysis

Table 2. Information of the three datasets 

Dataset No. of variables No. of Samples Non-bankruptcy Bankruptcy

Japanese 15 653 296 357

German 20 999 699 300

Australian 14 690 307 383
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regression. In particular, the construction of the 
neural network model is more complex since some 
important parameters, such as the training epoch 
and the number of hidden layer nodes must care-
fully set up. Consequently, we set up four different 
learning epochs (50, 100, 200, and 300) and five 
different numbers of the hidden layer nodes (8, 
12, 16, 24, and 32) in order to obtain the ‘best’ 
MLP classifier for comparisons. Table 3 shows 
the optimal parameters of the MLP model over the 
three datasets. These models will be used as one 
of the baseline prediction models. In addition, we 
will use these models to construct more advanced 
prediction models, which are MLP ensembles and 
stacked MLP classifiers.

Classifier Ensembles

As classifier ensembles are based on combin-
ing multiple classifiers, there are two different 
methods for the combination, which can result 
in homogeneous and heterogeneous classifier 
ensembles.

To construct heterogeneous classifier en-
sembles, the three different single classifiers are 
combined. That is, the ‘best’ MLP, CART, and 
LR models are combined based on their 5-fold 
cross validation results respectively.

On the other hand, for homogeneous classifier 
ensembles, first of all, we consider one ‘best’ clas-
sifier which provides the highest rate of accuracy 
over the three single classifiers. The ‘best’ classi-
fier can be decided after the prediction result of 
single classifiers is obtained, say X classifier (i.e. 
one of MLP, CART, and LR).

In particular, using 5-fold cross validation 
results in 5 different X classifiers (and results), 
represented by X1, X2, X3, X4, and X5. Then, we 
can select and combine three models of X which 
provide the top three highest rates of accuracy.

In addition, the majority voting and weighted 
voting combination methods are considered 
in homogeneous and heterogeneous classifier 
ensembles respectively for further comparisons.

As a result, there are four different models 
developed in this type of models. They are ma-
jority voting based homogeneous and heteroge-
neous classifier ensembles and weighted voting 
based homogeneous and heterogeneous classifier 
ensembles.

stacked Generalization

To design stacked classifiers, two-level of clas-
sifiers need to be constructed. For the level-N 
classifiers, they are based on the single MLP, 
CART, and LR classifiers. Then, for the creation 
of the level-N+1 classifier, we also apply MLP, 
CART, and LR individually. That is, we would 
like to examine which combination can perform 
the best to identify the best stacked classifiers for 
comparisons.

Evaluation Methods

To evaluate the prediction performance of these 
prediction models, we consider average predic-
tion accuracy rates and Type I/II error rates. They 
can be measured by a confusion matrix shown 
in Table 4.

Prediction accuracy can be obtained by

Table 3. The optimal parameters of neural network 

Datasets Training epochs No. of hidden layer neurons Average accuracy

Australian 100 8 0.855

German 100 16 0.734

Japanese 50 12 0.811
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Prediction accuracy = a d
a b c d

+
+ + +

The Type I error is the error of not rejecting a 
null hypothesis when the alternative hypothesis 
is the true state of nature. On the other hand, the 
Type II error is defined as the error of rejecting a 
null hypothesis when it is the true state of nature.

For the bankruptcy prediction domain, the 
Type I error is the rate of prediction errors of a 
classifier, which incorrectly classifies the non-
bankruptcy group into the bankruptcy group. 
Opposed to the Type I error, the Type II error 
presents the rate of prediction errors of a classifier 
to incorrectly classify the bankruptcy group into 
the non-bankruptcy group. Therefore, the Type II 
error is more critical which contain higher risks 
for financial institutions.

EXPERIMENTAL REsULTs

Prediction Accuracy

For the prediction accuracy of the constructed 
models, Table 5 to 7 show the rate of average 
prediction accuracy of single baseline classifiers, 
classifier ensembles, and stacked classifiers over 
the three datasets respectively.

Regarding Table 5, the performance of logis-
tic regression is better than the MLP and CART 
classifiers over two and three datasets respec-
tively. On average, the LR classifier performs the 
best. On the other hand, MLP and CART does not 
have a significant difference.

As we can see that the combination method of 
classifier ensembles by weighted voting performs 
the best. In particular, the homogeneous classi-
fier ensemble performs the best over the German 
and Australian datasets, and the heterogeneous 
classifier ensemble for the Japanese dataset.

The result of Table 7 is similar to the one 
of single baseline classifiers that the level N+1 

Table 4. Confusion Matrix 

   ↓actual \ 
predicted→    Bankruptcy    Non-

bankruptcy

   Bankruptcy (a)       II (b)

   Non-bank-
ruptcy       I (c)       (d)

Table 5. Prediction accuracy of single baseline 
classifiers 

MLP CART LR

German 72.9% 73.3% 75.9%

Australian 85.65% 85.07% 86.23%

Japanese 83.97% 82.9% 83.97%

Avg. 80.84% (2) 80.42% (3) 82.03% (1)

Table 7. Prediction accuracy of stacked gener-
alization (SG) 

SG-MLP SG-CART SG-LR

German 64.5% 63% 65.1%

Australian 87.68% 86.23% 88.41%

Japanese 84.73% 83.97% 84.73%

Avg. 78.97% (2) 77.73% (3) 79.41% (1)

Table 6. Prediction accuracy of classifier en-
sembles (CE) 

Homo. 
CE

Homo. CE
(weighted 

voting)

Hetero. 
CE

Hetero. CE
(weighted 

voting)

Ger-
man

87.11% 87.34% 82.47% 85.44%

Austra-
lian

90.17% 90.75% 89.17% 89.59%

Japa-
nese

87.66% 87.97% 87.87% 93.02%

Avg. 88.31% 
(3)

88.69% (2) 86.5% 
(4)

89.35% (1)
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classifier based on LR (i.e. SG-LR) performs the 
best and slightly better than MLP (i.e. SG-MLP). 
On the other hand, SG-CART performs the worst 
over the three datasets.

Figure 2 compares the best classifiers of these 
three kinds of classification methods over the three 
datasets. Classifier ensembles perform the best 
over the three datasets. It is interesting to note that, 
these three classification methods perform badly 
based on the German dataset, which implies that 
this dataset is much more difficult to predict. On 
the other hand, although the single classifier does 
not perform better than stacked generalization over 
the Australian and Japanese datasets, it slightly 
outperforms stacked generalization on average.

Type I/II Errors

Besides comparing prediction accuracy rates 
of these models, we also examine the Type I/ II 

errors of them. Table 8 to 10 show the Type I/II 
errors of single classifiers, classifier ensembles, 
and stacked generalization over the three datasets 
respectively.

Regarding Table 8, LR can provide the lowest 
Type II error rate and MLP for the Type I error. 
Although CART performs the worst on average, 
it performs the best in terms of the Type I and II 
errors over the Japanese and Australian datasets 
respectively.

The result shows that classifier ensembles by 
weighted voting can provide the lowest Type I/II 
error rates, in which homogeneous and heteroge-
neous classifier ensembles do not have a big 
difference.

On average, the level N+1 classifier of stacked 
generalization based on LR outperforms the other 
classifiers in terms of the Type II error. For the 
Type I error, MLP as the level N+1 classifier 
performs the best.

Figure 2. Comparisons of three best classification methods

Table 8. Type I/II errors of single baseline classifiers 

MLP CART LR

Type I Type II Type I Type II Type I Type II

German 52.7% 15.96% 57.16% 22.53% 52.46% 11.64%

Australian 14.43% 14.42% 18.58% 11.98% 12.42% 14.93%

Japanese 21.13% 27.84% 19.04% 30.74% 25.68% 21.4%

Avg. 29.42% 19.41% 31.59% 21.75% 30.19% 15.99%
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Figure 3 and 4 compare the Type I and II errors 
of the best classifiers of these three classification 
methods respectively. Similar to predication ac-
curacy, classifier ensembles can provide the lowest 
rate of Type I and II errors on average. However, 
these three classification methods do not have a 
big difference in the Type II error, i.e. less than 
5%. Again, by using the German dataset, the single 
classifier and classifier ensemble perform badly in 

term of the Type I and II errors respectively, which 
indicate that this dataset is difficult to predict.

CONCLUsION

To effectively predict business failure or bank-
ruptcy is always one major research problem in 
accounting and finance fields. As related work 
has constructed numbers of different machine 

Table 10. Type I/II errors of stacked generalization 

SG-MLP SG-CART SG-LR

Type I Type II Type I Type II Type I Type II

German 12.42% 14.93% 17.35% 12.11% 13.68% 12.22%

Australian 21.26% 19.2% 24.17% 24.74% 21.26% 18.18%

Japanese 25.68% 21.4% 19.65% 28.93% 25.68% 21.4%

Avg. 36.45% 18.51% 37.06% 21.93% 36.87% 17.27%

Table 9. Type I/II errors of classifier ensembles (CE) 

Homo. CE Homo. CE
(weighted voting) Hetero. CE Hetero. CE

(weighted voting)

Type I Type II Type I Type II Type I Type II Type I Type II

German 6.32% 27.48% 7.02% 25.12% 6.73% 41.22% 6.85% 31.92%

Australian 11.61% 8.16% 9.99% 8.43% 12.58% 9.29% 12.51% 8.44%

Japanese 12.88% 12.01% 12.21% 12.01% 9.61% 14.2% 9.61% 4.86%

Avg. 10.27% 15.88% 9.74% 15.19% 9.64% 21.57% 9.66% 15.07%

Figure 3. Type I errors of three best classification methods
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learning based prediction models, there is no 
a comparative study to examine the prediction 
performance of the models by advanced machine 
learning techniques, such as classifier ensembles 
and stacked generalization.

This comparative study allows us to understand 
that classifier ensembles by weighted voting 
perform the best in term of predication accuracy. 
In particular, homogeneous and heterogeneous 
classifier ensembles do not have a significant dif-
ference over the three datasets. On the other hand, 
as Type II errors are the most critical for financial 
institutions, it is interesting that on average stacked 
generalization and single classifiers perform bet-
ter than classifier ensembles. These experimental 
results indicate that in practical related financial 
institutions should construct classifier ensembles 
and stacked classifiers for prediction accuracy and 
Type II errors respectively in order to make more 
effective decisions.

There are several issues to be considered in the 
future. First, hybrid machine learning techniques 
can be applied to construct the prediction mod-
els. That is, they are based on combining two or 
more machine learning techniques. In particular, 
the clustering and classification techniques are 
serially combined. Second, feature selection or 
dimensionality reduction can be performed dur-
ing the data pre-processing step in order to filter 
out unrepresentative features, which are likely 

to degrade the prediction performance. Finally, 
some real case(s) can be involved to examine the 
performance of these models in terms of predic-
tion accuracy and Type I/II errors.
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KEY TERMs AND DEFINITIONs

Bankruptcy Prediction: Predicting whether 
a new customer will be bankrupt to issue a loan.

Machine Learning: Developing algorithms to 
allow computers to change behavior based on data.

Classifier Ensembles: Combining multiple 
classifiers in a parallel manner, in which each of 
these classifiers take the same unknown instance 
to make their own outputs for further combination 
and then the final output can be produced.

Stacked Generalization: A multi-level learn-
ing architecture to improve the classification 
performance.
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AbsTRACT

The small and medium enterprises (SMEs) represent the backbone of the economy, playing a major 
economic and social role in the process of developing a dynamic economy. But the recent evolutions 
in the financial markets, the international financial crisis, the increased competition on markets, the 
lack of financial resources and the insufficient adaptation of many firms to the requests of the European 
market are new threats which can determine the bankruptcies of the Romanian SMEs. In this context, 
starting from the necessity to design an early warning system, we will elaborate a new model for analysis 
of bankruptcy risk for the Romanian SMEs that combine two main categories of indicators: financial 
ratios and non-financial indicators. The authors’ analysis is based on data mining techniques (CHAID) 
in order to identify the firms’ categories accordingly to the bankruptcy risk levels. Through the proposed 
analysis model they try to offer a real surveillance system for the Romanian SMEs which can allow an 
early signal regarding the bankruptcy risk.
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INTRODUCTION

The importance of small and medium enterprise 
(SMEs) as the basis for establishing and devel-
oping a modern, dynamic and knowledge-based 
economy is widely recognized. Generally, small 
and medium companies are more dynamic and 
flexible than the corporations, being able to re-
spond quickly in a competitive market and to adapt 
to the structural changes in the global economy. 
But the integration process, the globalization and 
the new financial crisis imposes a higher adapta-
tion effort for the SMEs, in general and for the 
Romanian SMEs, in particular.

After 1990, Romania has made considerable 
progress in setting up an extensive policy frame-
work to support the SME sector. There were 
developed a range of institutions, policy instru-
ments, programs and resources in order to assist 
the small and medium enterprise development in 
Romania accordingly with the EU regulations. 
In 2002, Romania, together with other candidate 
countries, signed the Maribor Declaration and 
engaged to harmonize its policies for supporting 
the competitiveness of local companies to the 
provisions of the Lisbon Strategy. As an expres-
sion of Romania’s international engagement, the 
National Development Plan 2007-2013 highlights 
the importance of restructuring and developing 
existing SMEs and the creation of new enterprises 
and defines the priority measures as improving 
the business environment, supporting access to 
financial resources and providing support services 
to and entrepreneurs. In the same time, the Min-
istry for SMEs, Trade and Business Environment 
(MSMETBE) is also responsible for ensuring 
Romania’s compliance with its obligations under 
the European Charter for Small Enterprises.

Along with the positive evolutions in the Roma-
nian economy (economic growth of 8.3% in 2004 
and 7.9% in 2006), the SMEs sector from Romania 
registered an ascendant trend in the last years. In 
2007, the SMEs predominated in the Romanian 
economy having a substantial contribution to the 

GDP (70%), to the budget incomes (about 60%) 
and playing a main role in job creation (60.7% of 
active population) accordingly with the Annual 
Report of MSMETBE, 2008.

But not all Romanian SMEs are prepared for 
acting their role of economy engine. The lack 
of their competitiveness is caused mostly by the 
lack of adaptation to the European standards or 
their incapacity to attract financing sources for 
investment in new technologies, new products 
and implementing the quality and the environ-
ment protection systems (Giurca et al., 2008). 
Despite the Government’s measures to generate 
a favorable background for the development of 
the SMEs and to improve their access to financ-
ing sources, there are still many deficiencies on 
the financial market. Therefore, the largest part 
of the planned investments is done on the basis 
of their own funds followed by the banking credit 
and other non-reimbursing sources as budget al-
location or grants offered by EU.

The financial crisis represents another new 
threat for SMEs financing and growth. The clear 
signs about the global credit crunch make the 
access to external finance becoming much more 
difficult and very expensive.

Most of the Romanian small and medium sized 
enterprises are affected by the financial crisis 
mainly because of lower demand; the limited 
financial resources and the high dependence on a 
single credit institution; the difficult lending condi-
tions; the dependence on the large firms because 
of the sub-contracting system; the high volatility 
of the exchange rate, etc. Also, the Romania SMEs 
have to face a financial deadlock partly because 
of the state through its debts towards the private 
sector and on the other hand, by other companies 
that become indebted, being created a vicious 
circle. Other effects of the financial crisis upon 
SMEs are the increasing unemployment, reduc-
tion of exports, lower investments, the reduction 
of the incomes to the state budget, and finally, 
yet importantly, the psychological effect of the 
market difficulties.
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In the circumstances imposed by the financial 
crisis, the Romanian SMEs have to face the new 
challenges and should adapt their strategy to the 
new conditions. Therefore, an early warning 
system that could reveal the economic-financial 
situation and prevent the financial difficulties, 
could offer these firms a major advantage in the 
market competition.

On the other hand, the development of the 
informatics technologies and the using of the 
informatics applications for evaluation the risk 
and assisting the decisions generated a consider-
able volume of data to be analyzed. This fact was 
possible because the development of the data basis 
and also because of the evolutions of the storage 
media, which have the capacity to keep huge 
amounts of data (Soava et al., 2008).

As technique of exploitation and analysis of 
important amounts of data in order to find out 
patterns or rules with a signification, data mining 
can facilitate the discovering, in data apparently 
without any relation, of relations through can be 
anticipated the possible problems or can be solved 
the studied problems.

Data mining is the process of analyzing data 
from different perspectives and summarizing it 
into useful information through the following 
stages: extract, transform and load transaction 
data onto the data warehouse system; store and 
manage the data in a multidimensional database 
system; provide data access to business analysts 
and information technology professionals; analyze 
the data by application software, present the data 
in a useful format, such as a graph or table. There-
fore, in our study we will use the data mining as 
operation to extract the interesting information 
and previous unknown and which can represent an 
only phases in the complex process of discovering 
the knowledge in the data basis.

The main objective of the chapter is to elabo-
rate a new model for analysis of bankruptcy risk 
for the Romanian SMEs which combine the two 
main categories of indicators: financial ratios and 
non-financial indicators. The analysis is based on 

data mining techniques in order to identify the 
firms’ categories accordingly to the bankruptcy 
risk levels.

bACKGROUND

The experience of the EU member states dem-
onstrates that a well developed SMEs sector is 
able to ensure and support the stability and the 
macro-economic growth. In fact, the economic and 
social importance of the SMEs sector - considered 
as backbones of the economy - is recognized in 
the economic literature (Newberry, 2006; Biggs, 
2002; Peneder, 2000). Thus, there are brought 
numerous arguments in favor of SMEs contribu-
tion to the development of economy: creation of 
new jobs (Birch, 1987), contribution to the GDP, 
key factor of the industrial development (Acs & 
Audretsch, 1987); add dynamism and flexibility 
to the business environment; contribute to the 
improvements of the economic performances; 
the SMEs are considered a considerable source of 
innovative activities (Thurik, 1996; Nooteboom, 
1994; Jones & Tilley, 2003) and contribute to the 
stimulation of entrepreneurship (Acs et al., 1996); 
the increase of competitiveness (Song & Parry, 
1997) and exports (Lefebre & Lefebre, 2000).

Moreover, the SMEs are easier to be managed 
and administrated, have an increased flexibility 
and a better adaptability to the market, permit 
a better communication among the employees, 
exploit a specific know how, benefit by a local 
solidarity. But despite these advantages, there are 
also disadvantages generated by the insufficient 
capital necessary for their development; high level 
of centralization; the fact that they can not take 
advantages from the scale economies; the lack 
of a strategically implication; the vulnerability to 
the continuous modifications from the economic 
environment (Szathmary-Miclea, 2003).

Accordingly with the Romanian legislation, 
the small and medium enterprises are structured in 
the followings three categories: micro-enterprises 
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(less than 9 employees and a net turnover/total 
assets less than 2 million Euro); small firms (be-
tween 10 and 49 employees and a net turnover/
total assets less than 10 million Euro); medium 
firms (between 50 and 249 employees and a net 
turnover less than 50 million Euro/total assets less 
than 43 million Euro).

In structure, the micro-enterprises dominate the 
SME sector (88.4%) while the small firms repre-
sent 9.6% and the medium firms represent 2%, in 
2007. In relative terms, the most substantial share 
is the one of the SMEs belonging to the services 
sector (75.5%) followed by industry (12.2%) and 
constructions sector (9.4%) (MSMETBE, 2008).

Accessing the financing resources represent 
one of the main challenging factors for the Ro-
manian SMEs. Besides, the international financial 
crisis generated new dimensions of the financing 
problems and new challenges for the SMEs. The 
necessity to stimulate the access of SMEs to the 
financing sources represents a concern for many 
specialists who underlined the deficiencies reg-
istered in this field (Berger & Udell, 2005; Beck, 
2007, Carbo-Valverde et al., 2008).

In Romania, the main causes which limits the 
access of SMEs to the financing funds are the 
followings: the lack of guarantees, the limited ex-
perience in business field, the lack of information, 
the high interest rates, the terms and conditions 
inappropriate for the SMEs, the lack of manage-
rial skills at the firms level (Pirvu et al, 2008). 
Also, from the credit institutions view, the main 
deficiencies are related to the lack of flexible credit 
programs, the limited experience of banks in SMEs 
financing and the lack of financing capital. More-
over, the financial crisis imposed new restrictions 
to the banks which modified the conditions for of-
fering loans to the firms. In these conditions, there 
should be improved the legislative framework in 
order to introduce a system of credits based on 
guarantees and on the development of the National 
Credit Guarantee Fund for SMEs (FNGCIMM). 
All these measures could determine the decrease 
of risk and the credit could be ensured by the 

debtor guarantees or by the guarantee fund. The 
reduction of risk will have as effect the decrease 
of credit cost, thus the SMEs could overtake the 
restrictions imposed by the banks.

In the new context, should be found new 
alternative solutions for financing (venture capi-
tals, micro-credits, financial mezzanine, business 
angels) that contribute to the reduction of risks 
(Sanders & Wegener, 2006; Giurca, 2008; Za-
vatta, 2008). On other hand, the difficulties in 
accessing the financial resources determine the 
SMEs to administrate properly their assets and 
to adopt solution for increasing the efficiency of 
their activity.

The increased competition on the internal and 
external market, the uncontrolled expansion of 
the firms based on banking credits, insufficient 
adaptation of many firms to the requests of the 
European market and the recent international 
financial crisis are the main causes that can de-
termine the bankruptcies of the SMEs (Ionascu & 
Radu, 2008).In fact, the definition of the concept of 
bankruptcy represent one of most difficult tasks of 
the researches in this field taking into consideration 
the complex aspects of this phenomenon. Some 
specialists (Ooghe & Van Wymeersch, 2006) take 
into consideration two aspects of the firms which 
face financial difficulties: the economic (firm that 
can not fulfill its economic objectives: maximiz-
ing the market value – in conditions of social and 
economic restraints) and the juridical one (from 
this point of view, resulting a classification of the 
firms in difficulties: bankruptcy firms and firms 
for which the bankruptcy can not be avoided). 
Therefore, the bankruptcy can be defined, from 
the economic view, the situation when a firm can 
not adapt to the economic environment or from 
the juridical view, when the firm is in situation of 
payments incapacity, determined by the juridical 
procedure.

Others specialists (Casta & Zerbib, 1979) use 
three approaches of the bankruptcy concept, re-
spectively: juridical (the insolvency), economical 
(the absence of profitability and efficiency) and 
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financial (the payment incapacity of debts). Also, 
the financial bankruptcy can be defined taking into 
consideration three possible situations: when the 
equities are negative; when the firm can not face 
the debts; when the firm’s activity is carried or is 
liquidated under the surveillance of a law court 
(Pastena & Ruland, 1986).

There were established criteria for defining 
the bankruptcy firms taking into consideration the 
banking approach, respectively, the existence of 
difficulties in payment of the installments, or the 
renegotiation of the payment term for the debts 
(Ward & Foster, 1997).

Taking onto consideration the different ap-
proaches, the bankruptcy, from the juridical view, 
can be defined as the state of a firm, at a moment, 
caused by the impossibility to pay the debts and 
against which there was initiated a procedure 
of reorganization or juridical liquidation. This 
definition is not always useful in practice for 
the financial annalists, because it involves the 
will of the creditors or of the firm to initiate in 
court the bankruptcy procedures. In that sense, 
more useful is the definition from the financial 
perspective, accordingly with the bankruptcy 
can be defined as a degradation of the financial 
situation of the firm, reflected in the reduction or 
the lack of profitability, solvency, liquidity and 
payment capacity, as well as on the deterioration 
of the level of other relevant financial ratios. As 
well, the bankruptcy risk can be defined as the 
probability that the firm will end its activity in 
the future under the unfavorable action of several 
internal or external factors.

The models for forecasting the bankruptcy risk 
were developed in mostly market economies and 
can be structures as follows: the first stage in US, 
in the 60’ (such as Beaver, 1966; Altman, 1968) 
and brought back after the famous bankruptcy 
cases registered in the last years; the second stage 
developed in the Continental European countries 
(Conan & Holder, 1979; Bilderbeek, 1979, Gram-
matikos & Gloubos, 1984, Bardos, 1998) in paral-
lel with the evolutions from English-Saxon school 

(Edmister, 1972; Diamond, 1976; Deakin,1977, 
Springate, 1978, Ohlson, 1982, Zavgren, 1983) 
and Japan (Koh & Killough, 1980, Koh, 1992, 
Shirata, 1999) and the third stage from the Eastern 
European countries (including Romania) which 
regard the using of some modern techniques of 
analysis and prognosis (Manecuta & Nicolae, 
1996, Bailesteanu, 1998, Ivonciu, 1998, Anghel, 
2000; Siminica, 2005).

The models proposed till present have the 
disadvantage that they can be applied just in the 
economies (or the activity sector) where it was 
made the statistical study and their use can not be 
generalized. Moreover, the period characterized 
by economic instability determine the correlations 
of the scoring function elaborated, which limit 
temporally the using of these models or impose 
their updating at regular period of times.

The methods which use the scoring function 
are methods of statistical forecasting for the 
firms’ bankruptcy which have as objective the 
evaluation in a synthetically way of the financial 
situation of the firms. These methods are based on 
the following principle: the potential bankruptcy 
situation manifested through some particularities 
which differentiate it from a normal situation, thus 
the analyzed firm will be included in the group 
of firms considered healthy or in difficulty. In 
order to use efficiently the scoring function, the 
following conditions should be followed: using 
of scoring in dynamic; using of many scores; us-
ing of adapted scoring; comparison of the firms’ 
scoring with the average scoring of the sector 
(Szathmary-Miclea, 2003).

A special attention should be paid to the indica-
tors used in order to evaluate the financial situation 
of a firm. Therefore for the study of bankruptcy 
risk there will be selected those financial ratios 
which separate more clearly the bankruptcy firms 
from the low bankruptcy risk ones. Thus, we 
selected 15 ratios, grouped in 4 categories, such 
as: profitability ratios; risk ratios; liquidity and 
solvability ratios, rotation ratios.
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Besides the financial ratios, the analysis of 
the non financial indicators is imposed by the 
fact that the financial indicators has as informa-
tional source the classical records which indicate 
periodically, posteriori, the final financial results 
without any explanation regarding the way these 
were obtained. Confronted with the increased 
competition and other challenges, the managers 
look for new information sources regarding the key 
factors which determine the firms’ performance. 
In these conditions, the performance analysis 
should be extended to the qualitative aspects of 
the firms and the non-financial indicators could 
offer important information regarding the real 
situation of the firms (Buse et al., 2006).

One of the problems the Romanian firm, es-
pecially the SMEs, have to face is the fact that 
many times the managers do not recognize the 
signs of possible risk and failure in their business. 
Therefore, the recognition of some early warn-
ing signals of financial distress could help the 
managers to adopt some measures and solutions 
in order to avoid them.

Early warning system (EWS) is a technique of 
analysis used to predict the achievement condition 
of enterprise and to decrease the risk of financial 
crisis (Koyuncugil & Ozgulbas, 2009). Therefore 
the EWS should assist the SMEs to be prepared 
for the future changes and to anticipate them, 
representing an useful financial management’s 
instrument. But the recent financial crisis revealed 
the weaknesses of the system and raised doubts 
about the efficiency of the models based mostly on 
financial ratios (the models towards the prediction 
of profits of enterprise; the ratio based models 
towards the prediction of bankrupt/distress of 
enterprise, economic trend based models towards 
the prediction of bankrupt/distress of enterprise 
(Koyuncugil & Ozgulbas, 2007).

In this context, it is necessary to combine the 
financial ratios and non-financial indicators in 
order to provide an appropriate early warning 
system closer to the firm’s environment which 

can reveal different risk levels and consequently, 
identify the main determining factors.

But as more data about firms is gathered, this 
make impossible the study and interpretation of 
all data to find useful information. In this context, 
data mining is becoming an increasingly important 
tool to transform this data into information.

Generally, data mining is the efficient discov-
ery of valuable, non-obvious information from a 
large collection of data (Ponniah, 2001) or it is the 
process of extracting hidden patterns from large 
amounts of data. The goal of any data mining 
operation is to understand the business, discern 
new patterns and possibilities and also turn these 
into actions.

Data mining is the process of analyzing data 
from different perspectives and summarizing it 
into useful information - information that can 
be used in order to increase revenue, reduce the 
costs, or both. Data mining enables the firms to 
determine relationships among internal factors 
(such as price, product positioning, staff skills) 
and external factors (such as economic indicators, 
competition, customer) (Rygielski et al., 2002, 
Kusiak & Smith, 2007, Trumbach et al, 2006). 
Besides, it enables them to determine the impact 
on sales, customer satisfaction and corporate 
profits. Therefore, data mining tools can predict 
behaviors and future risks, like financial distress 
(Sun & Li, 2008), bankruptcy (Ravi Kumar & 
Ravi, 2006), allowing businesses to make proac-
tive, knowledge-driven decisions (Ponniah, 2001).

The main scope of data mining consists of:

• Automated prediction of trends and behav-
iors. Data mining allow the process of find-
ing predictive information in large data-
bases. Questions that traditionally required 
extensive analysis can now be answered 
directly from the data;

• Automated discovery of previously un-
known patterns. Data mining tools sweep 
through databases and identify previously 
hidden patterns.
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The application of the data mining techniques 
can be done from the perspective of an upward or 
downward approach. In the downward approach, 
the effort is oriented towards the confirmation or 
non-confirmation of some ideas (hypothesis) for-
mulated before through others means. The upward 
approach intends to extract new knowledge and 
information from the available data and the search 
can be controlled or uncontrolled.

The most important techniques of data mining 
are the followings:

1.  Neural Networks:
 ◦ can supply solutions, especially of 

predictive nature, for problems with a 
high complexity and volatility;

 ◦ the typical cases of successful use of 
neural networks include: setting up 
the prices on the real estate market, 
evolution of exchange rates on the fi-
nancial markets, analysis of the cred-
its etc.;

 ◦ a neural networks can solve a certain 
type of problem after a learning pro-
cess. The learning processes permit 
the network to identify automatically 
a set of correlations used afterwards 
for predictions.

2.  Decision Trees:
 ◦ it is a technique applicable for both 

classification and prediction;
 ◦ the result presents a hierarchy of logi-

cal rules established through the ex-
ploration of a basis of examples;

 ◦ the rules are obtained as effect of sub-
division more and more detailed of 
the examples, in function of the con-
tent of the attributes;

 ◦ Specific decision tree methods in-
clude Classification and Regression 
Trees (CART) and Chi Square 
Automatic Interaction Detection 
(CHAID). CART and CHAID are de-
cision tree techniques used for clas-

sification of a dataset. They provide 
a set of rules that can be applied to a 
new (unclassified) dataset to predict 
which records will have a given out-
come. CART segments a dataset by 
creating 2-way splits while CHAID 
segments using chi square tests to 
create multi-way splits;

3.  Case-based reasoning:
 ◦ it search for answers for the new 

problems in the experiences from the 
past;

 ◦ facing a new situation, there will be 
searched the similar known cases and 
the conclusions will be applied in the 
new situation;

 ◦ the method can be applied both for 
classification and predictions;

4.  Genetic algorithms:
 ◦ apply the main mechanisms of natu-

ral selection in order to encourage 
the conservation and reproduction, 
from a numerous population, of the 
most performing, the best adapted 
individuals;

 ◦ the population is formed from a set of 
possible solutions of a problem; the 
most adapted individual, is therefore, 
the best solution;

 ◦ the genetic algorithm allows the find-
ing of the optimal solution (through 
predictions or classifications).

5.  Clustering:
 ◦ permits the identifying of a the ex-

istent groups in the ensemble of the 
analyzed data;

 ◦ the groups result automatically from 
the processing, without a starting 
point (a certain criteria or a feature);

 ◦ it is a techniques which have the ca-
pacity to reveal hidden characteristics 
from a set of registering;

 ◦ the automatic detection of cluster is 
recommendable as starting technique 
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for a data mining project. The results 
are going to be explored with other 
techniques in order to get more com-
pleted information.

6.  Association analysis:
 ◦ try to find the rules that describe the 

frequent appearance together of het-
erogeneous objects;

 ◦ the results get a certain and simple 
form which encourage their under-
standing and application;

 ◦ the techniques can be applied for 
non direct searching for informa-
tion (it can be applied to commercial 
transaction).

From all these techniques, the CHAID algo-
rithm (Chi-square Automatic Interaction Detec-
tion) is an effective approach for getting a quick 
but meaningful segmentation where segments are 
defined in terms of demographic or other variables 
that are predictive of a single categorical dependent 
variable (Magidson & Vermunt, 2004).

The original CHAID algorithm was introduced 
by Kass (1980) for nominal dependent variables. 
CHAID is a recursively partitions method used 
in exploratory analyses that relate a potentially 
large number of categorical predictor variables to 
a single categorical nominal dependent variable. 
It was extended to ordinal dependent variables 
by Magidson (1993) who illustrated how this 
extension could be used to take advantage of fixed 
scores such as profitability, for each category of the 
dependent variable when such scores are known, 
as well as how to estimate meaningful scores when 
category scores are unknown.

Specifically, the algorithm proceeds as follows 
(Hoare, 2004):

• Preparing predictors. The first step is to 
create categorical predictors out of any 
continuous predictors by dividing the re-
spective continuous distributions into a 
number of categories with an approximate-
ly equal number of observations. For cat-

egorical predictors, the categories (classes) 
are “naturally” defined.

• Merging categories. The next step is to cy-
cle through the predictors to determine for 
each predictor the pair of (predictor) cat-
egories that is least significantly different 
with respect to the dependent variable; for 
classification problems (where the depen-
dent variable is categorical as well), it will 
compute a Chi-square test (Pearson Chi-
square); for regression problems (where 
the dependent variable is continuous), F 
tests.

• Selecting the split variable. The next step 
is to choose the split the predictor variable 
with the smallest adjusted p-value, i.e., the 
predictor variable that will yield the most 
significant split; if the smallest adjusted p-
value for any predictor is greater than some 
alpha-to-split value, then no further splits 
will be performed, and the respective node 
is a terminal node. Continue this process 
until no further splits can be performed.

CHAID “builds” non-binary trees (i.e., trees 
where more than two branches can attach to a 
single root or node), based on a relatively simple 
algorithm that is particularly well suited for the 
analysis of larger datasets which is the case of 
SMEs. Also, because the CHAID algorithm will 
often effectively yield many multi-way frequency 
tables it has been particularly popular in marketing 
research, in the context of market segmentation 
studies.

UsING DATA MINING FOR 
ANALYZING THE bANKRUPTCY 
RIsK OF THE ROMANIAN sMEs

Issues and Controversies

The present economic and financial crisis and 
the increased competition on the internal and in-
ternational markets cause new challenges for the 
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Romanian firms which have to adapt to the new 
circumstances. The lack of possibilities to adapt 
to the market evolutions can lead to financial 
failures and even bankruptcies for the firms. In 
fact, the bankruptcy risk is determined by both 
internal (such as internal errors, inappropriate 
investment management, low productivity, losses 
in the operational activity, indebtedness) and 
external factors (economic environment factors). 
Both of these factors have a convergent effect in 
the degradation process (Hlaciuc et al., 2008).

The analysis of the causes that can determine 
the bankruptcy of firms has revealed their diversity 
and has underlined the idea that bankruptcy is not 
a sudden phenomenon caused by conjuncture, but 
is determined also by the progressive degradation 
of the financial situation of the firms. Moreover, 
the small and medium firm are more exposed 
to the bankruptcy risk because their insufficient 
equities and the lack of financial resources.

The need for development of the SMEs im-
poses an easier access to the financing sources, 
especially banking credits. But at present, the 
SMEs have a limited access to the credits. The 
loans are guaranteed with real guarantees which 
have values higher than the credit amount. As well, 
the banks accept as guarantees for the credits only 
real estates, which in the condition of the crisis, 
registered decreases of the markets values.

The Ministry for SMEs, Trade and Business 
Environment from Romania estimates that 40% 
of the SMEs (about 240,000 firms) could get 
bankruptcy in 2009. The most affected are the 
start-ups but also the firms which are not capital-
ized, do not have a business plan and depend by 
contracts on the large firms. On activity sectors, 
45% from the firms on services, tourism and food 
industry declared bankruptcy after 2 years since 
the European integration and 75% of the real estate 
firms are expected to close their activity. Besides 
the fact that many firms will declare insolvable, 
the main danger is that the number of new born 
firms will decrease dramatically.

Therefore, a new analysis model that could 
allow the evaluation of the SMEs economic-
financial situation and the prediction of possible 
financial difficulties, become an important basis 
for taking preventive measures in order to avoid 
the bankruptcies.

Data Analysis

For elaboration of the model, the first step was 
the collection of necessary data regarding the 
Romanian SMEs from Dolj county (12,496 firms) 
using the data basis from the Ministry of Public 
Finance, in the year 2007.

Another important stage was the selection and 
calculation of the financial ratios. Very often, there 
are used the solvency and liquidity ratios because 
the evolution of these indicators in time reflect 
the dynamic of the health financial situation of 
the firms. As well, the profitability registered by 
a firm for the investment is a determinant factor 
of the firm’s financial situation and solvency.

The liquidity of a firm depends on the efficiency 
of using its assets. Thus when the inventories and 
claims increase faster than the sales and short term 
debts, the liquidity will be affected negatively. As 
well, the investment made by the firm can affect 
its liquidity: higher the weight of the fixed assets, 
lower the liquidity and vice versa. But the structure 
of the firm’s assets depends, more on the specific 
of the firm’s activity and less on the decisions and 
preferences of the managers.

The firms which pay more attention to the as-
sets management have more chances to survive 
because they get higher assets profitability then 
other firms in difficulty, which will be forced to 
sell part of the assets or to restructure in order to 
finance their activity.

Therefore for the study of bankruptcy risk 
there will be selected those financial ratios which 
separate more clearly the bankruptcy firms from 
the low bankruptcy risk ones. Thus, for the study 
there were be selected the most discriminant 
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financial ratios, grouped in 5 classes, in function 
of the risks involved, as follows:

• 1st class: very high risk;
• 2nd class: high risk;
• 3rd class: medium risk;
• 4th class: low risk;
• 5th class: very low risk.

From the ensemble of financial ratios, we se-
lected 15 ratios, grouped in 4 categories, such as:

• Profitability ratios:
 ◦ Return on Investment (Operating 

profit/Total assets);
 ◦ Return on Equity (Net profit/Total 

Equity);
 ◦ Operating Profit Margin (Operating 

Profit/Operating Expenses);
 ◦ Return on Turnover (Operating Profit/

Turnover);
• Risk ratios:

 ◦ Financial Stability Ratio (Invested 
Capital or Long term Capital/Total 
Capital);

 ◦ Debt Ratio (Total Debt/Total Capital);
 ◦ Capital Assets Financing (Invested 

Capital/Fixed Assets);
• Liquidity and solvability ratios:

 ◦ Current Liquidity (Current Assets/
Current Liabilities);

 ◦ Quick Ratio (Current Assets – 
Inventories/Current Liabilities);

 ◦ General Solvability (Total assets/
Total Liabilities);

 ◦ Patrimonial Solvability (Total Equity/ 
Total Capital);

• Rotation Ratios:
 ◦ Account Receivable Turnover 

Rate (Accounts Receivable x 365/
Turnover);

 ◦ Debt Turnover Rate (Debts x 365/
Turnover);

 ◦ Current Assets Turnover Rate 
(Current Assets x 365/Turnover);

 ◦ Total Assets Turnover Rate (Total 
Incomes/Total Assets).

In order to include the firms in one of the 5 
classes, first of all, there should be done the clas-
sification in function of the 15 financial ratios. The 
intervals taken into consideration are presented 
in the Figure 1.

Thus, each firm was included in a risk zone in 
function of the value of each indicator. There are 
numerous cases of firms that, in function of the 
value of each financial ratio analyzed, were in-
cluded in different risk classes. In order to estab-
lish the risk classes for each firm, taking into 
consideration all financial ratios, there was deter-
mined the modal value (the most often found 
value) of this. For the firms that registered more 
modal values, there was calculated the weighted 
arithmetic mean of the individual risk classes, the 
resulted value representing the risk classes where 
the firm was included.

Besides the financial ratios, in our analysis 
there were introduced the non-financial indicators. 
The using of the non-financial indicators has as 
purpose the achievement of the progresses made 
through the application of specific measures which 
ensure the success of the firm. The ensemble of 
these measures is named non financial process, 
which supposes the following stages:

a.  The existence of disturbing factors able to 
bring about a real shock in its operational 
environment;

b.  The discovering of old system’s 
insufficiencies;

c.  Defining the key factors which determine 
the success of the firm;

d.  Defining the performance measures which 
are objective and quantifiable;

e.  Putting in practice of these measures;
f.  Evaluation of a new system.
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For each firm, the process start through the 
appearance of a shock in its operational environ-
ment, shock that lead to the conclusion that the 
used methods did not produce the expected effects. 
In that way, the managers become aware of the 
increased competition and the possible loss of 
clients. In the same time, the shock was perceived 
as a driver and it leads towards the new modalities 
of administration, measuring and control of the 
production process.

In order to attenuate the insufficiencies of the 
control process – apparent or not – the firm should 
determine the factors that can offer a competition 
advantage, named key factors of success. This 
involves an important investment in time for de-
fining these factors by the managers, as well the 
characteristics which permit the firm to survive 
in a competition environment and even to growth.

The 10 non-financial indicators that will be 
considered in the analysis are the followings:

1.  Management quality. The evaluation criteria 
for this indicator are the followings:

 ◦ the character, integrity and behavior 
of the managers;

 ◦ the training experience in the activity 
field and in management positions;

 ◦ the existence in the management team 
of at least one person qualified in the 
financial-accounting activity;

 ◦ the membership of the managers in 
professional associations;

2.  Relations and market reputation. The 
evaluation criteria for this indicator are the 
followings:
 ◦ the development perspective on short 

and long term of the activity sector;
 ◦ the major problems the sectors is con-

fronted with (technological changes, 
government norm, environment 
changes, etc);

 ◦ the advantages/opportunities offered 
by the economic sector;

 ◦ the facilities/difficulties to get into the 
market (capital, loyalty to the trade, 
technology, government policies);

Figure 1. Classification intervals for the 15 financial ratios
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 ◦ the existence of the substitution 
products;

3.  Offered products. The followings criteria 
were taken into consideration:
 ◦ if there are necessity products, they 

resist on the market a longer period 
of time, or they are luxury products;

 ◦ how long the client delivery the prod-
ucts on the market, respectively, offer 
services and if they are well received 
by the buyers;

 ◦ if the products, respectively the 
services, can be sold separately or 
they depend on other products and 
services;

 ◦ in what stage of the life cycle is the 
product: at the beginning, maturity or 
decline stage;

 ◦ value weight of the products/services 
in the total incomes of the client;

4.  Clients portfolio. The following appreciation 
criteria are considered:
 ◦ the important internal and external 

clients, the weight of the sales in the 
total sales of the firm, dependency on 
the main clients and their geographi-
cal repartition;

 ◦ the clients are concentrated in a vi-
able sector, in a sector with problems 
or with particularities;

 ◦ the cashing period of the clients;
 ◦ how are regulated the contractual 

relations;
 ◦ if there are delayed payments, the 

value, weight, frequency and on what 
periods of time;

5.  Suppliers portfolio. The evaluation criteria 
are the followings:
 ◦ if the client depends on one supplier;
 ◦ how is made the payment (pay-

ment order, ticket order, exchange 
liability);

 ◦ if the supplying is made uncon-
ditioned and the suppliers offers 
guarantees;

 ◦ if there are replacement products for 
acquisitions;

 ◦ if there are delayed payments to the 
suppliers, value, weight, frequency 
and for what periods of time;

6.  Clients’ satisfaction which were evaluated 
in function of the following criteria:
 ◦ very high satisfaction;
 ◦ high satisfaction;
 ◦ medium satisfaction;
 ◦ low satisfaction;
 ◦ no satisfaction;

7.  Promptness in delivery. The evaluation 
criteria are the followings:
 ◦ if the delivery were done immediately;
 ◦ if the deliveries were done in less 

than 3 days;
 ◦ if the deliveries were done between 3 

and 10 days;
 ◦ if the deliveries were done between 

10 and 15 days;
 ◦ if the deliveries were done in more 

than 15 days;
8.  Quality of products/services offered, evalu-

ated in function of the following criteria:
 ◦ if the offered products/services are of 

very high quality;
 ◦ if the offered products/services are of 

high quality;
 ◦ if the offered products/services are of 

medium quality;
 ◦ if the offered products/services are of 

low quality;
 ◦ if the offered products/services does 

not correspond as quality;
9.  History of business in the present sector 

is evaluated in function of the following 
criteria:
 ◦ if the business period is more than 5 

years;
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 ◦ if the business period is between 3 
and 5 years;

 ◦ if the business period is between 1 
and 3 years;

 ◦ if the if the business period is between 
6 months and 1 year;

 ◦ if the business period is less than 6 
months;

10.  Shareholders quality which is evaluated in 
function of the following criteria:
 ◦ if the main shareholders are multina-

tional corporations or national com-
panies well known;

 ◦ if the main shareholders have a good 
prestige;

 ◦ if the main shareholders are 
convergent;

 ◦ if the shareholders are very dispersed;
 ◦ if the shareholders are divergent.

In the next stage, we used the data mining 
techniques for analysis the financial ratios and 
non-financial indicators for the firms.

In order to apply the data mining process it is 
necessary to follow a succession of steps:

• define business objectives which ensure 
the understanding of the application frame-
work and of the previous relevant informa-
tion and the identification of the purpose 
of the KDD (Knowledge Discovery in 
Databases) process from the users’ view;

• data preparation (data selection, prepro-
cessing of data and data transformation) 
which refer to the followings:
 ◦ creation of a group of target data 

which suppose the selection of a 
group of data or focusing on a sub-
set of data samples on which will be 
achieved the result;

 ◦ preparing the data for processing;
 ◦ reduction and projection of the data 

which consist on finding the useful 
characteristics for representing the 

data accordingly with the established 
task;

• perform data mining (the knowledge dis-
covery engine applies the selected algo-
rithm to the prepared data). This refers to 
the searching of the interesting patterns in 
a form of specific representation or in a set 
of such representations: rules or classifi-
cation trees, regression, clustering, asso-
ciation rules and others. Accordingly with 
the purpose of the process of discovering 
of the knowledge from data, there will be 
used one of the specific methods for ex-
ploring the data. An important role can be 
played by the user which can correct the 
performances from the previous steps;

• evaluate results, present discoveries (in the 
form of visual navigation, charts, graphs, 
texts) incorporate usage of discoveries (the 
results of the discovery are assembled so 
that they can be exploited to improve the 
business). At this stage, there is necessary 
the interpretation of extracted patterns and 
it is possible to come back to any of the 
previous stages for future iterations. After 
this, should be consolidated the extracted 
knowledge and incorporated in another 
system for future actions or simple docu-
mentation and reporting of them towards 
the interested parts. In this stage, should be 
tried to solve the potential conflicts with 
the previous accepted knowledge.

In essence, our study concerns the determina-
tion of some classification rules for the elements 
of a group in classes known a priori. These rules, 
after validation, will be used for framing new 
elements in new classes and following the same 
studied characteristics. Therefore, we will use 
CHAID because it is one of the methods suit-
able to the objectives of our study and it has the 
advantage of simplicity in comparison with other 
possible methods to be used.
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For instance, it is not the case to use the clus-
tering method for analysis because this can be 
used in the situation the classes are not known 
a priori. CHAID can be seen as the opposite of 
clustering, in the sense that the CHAID analysis 
starts with the overall database, and then splits it 
according to the most important variable until it 
achieves homogeneous sub-groups that cannot 
be split any further. A major advantage of this 
technique is that the results can be presented as 
an easy-to-read classification tree; each split in 
the tree being accredited to a single variable (e.g. 
credit worthiness, income, age, etc).

The Neural Networks can be used but they 
present two major disadvantages, as follows:

• being an analytic technique based on a 
process of so-called learning from existing 
data, this operation can last longer and it 
has the disadvantage that is very dependent 
on the existing data;

• the way to get the result is not always very 
clear.

• The Genetic algorithms can be also used 
but they involve a longer period of time till 
finding the proper solution.

• Therefore, the CHAID technique fulfilled 
all the requirements necessary for its ap-
plication in our study, as follows:

• the dependent variable is categorical with 
more than two states which are known a 
priori;

• the predictors are categorical and 
continuous;

• there is a high number of registering but it 
responds most appropriate to the solicita-
tions of our study;

• it permits the creation of a link between the 
predictor variables and the dependent one 
through a classification algorithm, that is 
easy to be represented as a tree with more 
that two ramifications at every node.

In our study, the CHAID method was used in 
order to obtain some classification rules for group-
ing the firms in function of several parameters 
in the 5 risk classes (1 – very high risk, 2 – high 
risk, 3 – medium risk, 4 – low risk, 5 – very low 
risk) regarding the risk bankruptcy. It was used a 
data basis with 12,496 firms which included the 
15 financial ratios, determined on the information 
from the SMEs’ balance sheets of the year 2007 
and 10 non-financial indicators, determined in a 
previous research from a market research on the 
analyzed firms.

The processing of data was done in two vari-
ants in order to determine the classification rules:

• a first variant for the 15 financial ratios;
• a second variant for the 15 financial ratios 

and the 10 non-financial indicators.

The using of two variants has the purpose to 
determine the possibilities of improvement the 
classification based on the non-financial indica-
tors.

For the classification tree was chosen the 
maxim level of 10 nodes and for the validation of 
the results was used the cross validation method 
with 10 sample folds.

Results and Discussions

In the first variant (for the 15 financial ratios), the 
using of CHAID method led to the selection of 11 
from the 15 financial ratios, grouped in a decision 
tree with 161 nodes, 4 depth. The parameters of 
the classification tree (including just the financial 
ratios) are presented in Figure 2.

Taking into consideration the whole tree there 
can be identified the levels for early warning 
signals in function of the first variable considered 
as being the most significant. As result of CHAID 
method, the first selected financial ratio was the 
Patrimonial Solvability Ratio.

Therefore, for value of Patrimonial Solvability 
Ratio less than - 9%, the risk is very high, more 
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than 95% of these firms being included in the 1st 
risk class (3597 from 3769 firms) and this is the 
last early warning level because the firms from 
this class are very close to bankruptcy.

For values of the Patrimonial Solvability Ratio 
between -9% and 1% inclusive, there are 1202 
firms, from which, 761 firms (63.3%) are included 
in the 1st risk class and 304 firms (25.3%) are in-
cluded in the 2nd risk class. Because it can not be 
identified clearly the risk class for these firms, in 
analysis was introduced a second financial ratio: 
Operating Profit Margin. For negative values of 
this ratio, from the 619 firms, 548 firms (88.5%) 
were included in the 1st risk class. For value be-
tween 0 and 3% of the Operating Profit Margin, 
it can not be clearly identified the risk class. From 
this reason, the CHAID method introduced in 
analysis a third ratio, respectively the Return on 
Equity. Thus, for values of this rate less than 4%, 
70 from the 93 firms (75.3%) are included in the 
1st risk class. When the Return on Equity is above 
4%, most of the firms (116 from the 144 firms) 
are included in the 2nd risk class.

If the Operating Profit Margin ranges between 
3% and 24%, it can not be established precisely 
the risk class, the supplementary financial ratio 
included in analysis being the Return on Equity. 
Thus, if this ratio is less than 34%, 93 from the 
110 firms (84.5%) are included in the 1st risk 
class. If the Return on Equity is more than 34%, 

83 from the 142 firms (58.5%) are included in 
the 2nd risk class.

For the values of the Patrimonial Solvability 
Ratio between 1% and 8% inclusive, the most 
firms are included in the 2nd risk class, (793 from 
1271 firms). For an accurate framing, there was 
introduced the second financial ratio, respectively, 
the Operating Profit Margin. If the level of this 
ratio is less than -4%, 77.3% of the firms (92 from 
119 firms) were included in the 1st risk class.

For values between -4% and 0, the firms were 
distributed mostly in the 1st and 2nd risk classes 
which imposed the introduction of a supplemen-
tary ratio for their differentiation, respectively 
the Return on Equity ratio. Accordingly with this 
ratio, the firms that registered values less than 
-17% were included mostly in the 1st risk class 
and those that registered values more than -17%, 
were included in the 2nd risk class. For values of 
the Operating Profit Margin between 0% and 12% 
inclusive, the majority of the firms (623 from 
776 firms, that is 80.3%) were included in the 
2nd risk class. For values of the Operating Profit 
Margin more than 12%, it can not be identified 
precisely the risk class, being introduced a third 
ratio: Capital Assets Financing. Therefore, of the 
level of this ratio is less than 88%, most of the 
firms were included in the 2nd risk class while, for 
values above 88%, the majority of the firms are 
included in the 5th risk class.

Figure 2. The parameters of the classification tree (financial ratios)
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For the firms with values of the Patrimonial 
Solvability Ratio between 8% and 18% inclusive, 
the including in the risk class was done in func-
tion of the Operating Profit Margin. If the level 
of this ratio is less than 4%, the majority of firms 
(91 from 126 firms) were included in the 1st risk 
class. If the Operating Profit Margin had values 
between - 4% and 24%, the majority of firms (660 
from 1018 firms) were included in the 2nd risk 
class. If the Operating Profit Margin was more 
than 24%, the firms are distributed in several risk 
classes and their separation was made in function 
of a third ratio: Total Debt Turnover Rate.

For the firms with values of the Patrimonial 
Solvability Ratio between 18% and 31% inclusive, 
the inclusion in the risk class was made in function 
of the level of the Operating Profit Margin. When 
the level of this ratio was less than 0, 130 firms 
from the 180 firms were included in the 1st risk 
class. If the level of the Operating Profit Margin 
was between 0 and 3%, 62.6% of the firms (109 
from 174 firms) were included in the 2nd risk class. 
For values between 3% and 6%, the majority of 
firms were included in the 3rd risk class. If the 
Operating Profit Margin registered values between 
6% and 12%, it was necessary the introduction of 
another financial ratio for separation the firms on 
risk classes, respectively the Total Debt Turnover 
Rate. If the Operating Profit Margin registered 
values between 12% and 24%, the inclusion of 
firms in the risk class was done in function of the 
level of Capital Assets Financing. The firms with 
a Operating Profit Margin more than 24%, were 
included mostly in the 5th risk class (148 from 
the 240 firms).

The firms with values of the Patrimonial Solv-
ability Ratio between 31% and 50% inclusive 
were included in the risk classes in function of 
the level of the Return on Turnover, as follows:

• if the Return on Turnover is less than 0, 
100 from the 146 firms were included in 
the 1st risk class;

• if the Return on Turnover is between 0 and 
6%, 146 from the 249 firms were included 
in the 3rd risk class;

• if the Return on Turnover is between 6% 
and 11%, it can not be established precise-
ly the risk class, being necessary another 
ratio: Total Debt Turnover Rate;

• if the Return on Turnover is more than 
11%, 455 firms from the 637 firms (71.4%) 
are included in the 5th risk class.

The firms with values of the Patrimonial Solv-
ability Ratio above 50% were included mostly in 
the 5th risk class (2076 from 2518 firms, respec-
tively 82.4%) and this is the first level of early 
warning signals.

Therefore, in function of the value of the fi-
nancial ratios, for every firm it can be identified 
warning signals regarding a possible financial 
distress.

The estimations regarding the risk of an erro-
neous classification are presented in the Figure 3.

The correct classification of the firms was 
achieved in proportion of 88.1%. The highest 
classification errors was determined for the risk 
class 4 – low risk (where the correct classification 
was just 14.3%) and for the risk class 3 – medium 
risk (where the correct classification was 29.1%) 
(Figure 4).

The using of CHAID method after there was 
added the non-financial indicators led to the selec-
tion of 11 financial ratios and of all non-financial 
indicators (Figure 5).

As a result of applying the CHAID method, 
the most relevant financial ratio for including the 

Figure 3. Risk (financial ratios)
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firms in the risk classes was maintained the Pat-
rimonial Solvability Ratio. At the second level, 
besides the two financial ratios used before (Op-
erating Profit Margin and Return on Turnover) 
there were included two non-financial indicators: 
management quality and promptness in delivery 
which separate the firms in the hypothesis of a 
Patrimonial Solvability Ratio less than -35%, 
respectively, between -9% and 1%. At the third 
level, another 7 non-financial indicators are used: 
history of business in the present sector, suppliers 
portfolio, quality of products/services offered, 
offered products, relations and market reputation, 

clients’ portfolio, clients’ satisfaction. The 10th 
non-financial indicator included in analysis 
(shareholders quality) appears on the 4th node of 
the tree.

It should be underlined the fact that the number 
of the financial ratios is still 11, just one financial 
ratio Return on Equity was replaced by the General 
Solvability. There were included all non-financial 
indicators.

It can be noticed a low improvement of the 
classification accuracy. The error classification 
risk decreased with 0.009 for resubstitution respec-
tively with 0.007 for cross-validation (Figure 6).

Figure 4. Classification (financial ratios)

Figure 5. The parameters of the classification tree (financial ratios and non-financial indicators)
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The precision of classification increased with 
0.9% per total (Figure 7). On categories, the 
precision of classification decreased a little for 
the risk class 1 (with -0.2%) and for the risk class 
2 (with -1.1%) and increased for the other catego-
ries:

• with 4.1% for 3 risk category;
• with 8.4% for 4 risk category;
• with 1.9% for 5 risk category.

It can be concluded that the adding of 10 
non-financial indicators lead to an increase of 
the classification accuracy. Finally, 1218 firms 
(9.75% from total number of firms) changed 
their risk class.

solutions and Recommendations

Our analysis is based on data mining techniques 
(CHAID) in order to identify the firms’ categories 
accordingly to the bankruptcy risk levels. Using 
of data mining for risk analysis of the small and 
medium enterprises is recommended because the 

high number of these firms; their diversity which 
involve a high volume of data that can not be 
analyzed with classical methods.

The combination of the financial and non-
financial indicators through CHAID increased 
the precision of identification the risk levels that 
could represent a signal for financial managers 
regarding the financial distress. The next steps 
should be the monitorization of the risk, taking 
into consideration the possible new challenges 
and the managers should adopt the appropriate 
decisions on the short, medium and long term in 
order to prevent the failure.

The early warning model for detecting the 
bankruptcy risk is useful for the firms but also 
for other stakeholders, as follows:

• financial banking institutions for the credit 
analysis and establishing the guarantees;

• non-financial banking institutions – such as 
National Credit Guarantee Fund for SMEs 
- as support to offer the credit guarantees 
to the SMEs;

• the state institutions involved in adminis-
tration of the structural funs for analysis 
the financial capacity of the SMEs to im-
plement projects;

• local public administration for elaboration 
the local budget;

• central public administration for estima-
tion of the revenues collected from the 
taxes to the state budget;

Figure 6. Risk (financial ratios and non-financial 
indicators)

Figure 7. Classification (financial ratios and non-financial indicators)
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• other stakeholders (suppliers, clients) for 
analysis and determination of the risk gen-
erated by the business with the respective 
firms. Moreover, based on these informa-
tion, the potential investors can take deci-
sion regarding the capital investment in the 
firms;

Also, it should be taken into consideration 
that in the business environment, complex data 
mining projects may require the coordinate efforts 
of various experts, stakeholders or departments 
throughout an entire organization in order to 
identify the risk factors and to adopt a strategy 
for decrease the risks.

FUTURE REsEARCH DIRECTIONs

Data mining has become an indispensable tech-
nology for businesses and researchers in many 
fields and it is becoming increasingly popular as 
a business information management tool which it 
is expected to reveal knowledge structures that can 
guide decisions in conditions of limited certainty.

Data mining extracts useful information from 
the large data sets now available to industry and 
science and this collection surveys the most re-
cent advances in the field and draw directions for 
future research.

It should be taken into consideration that the 
results obtained after applying the algorithms 
of data mining can offer answers for two main 
categories of problems: prediction and descrip-
tion (Delmater, 2001). Even the limits between 
the prediction and description can be descriptive; 
the distinction between them is useful in order to 
understand the global objective of the discovering.

The prediction classifies the registers treated 
in function of a behavior or a future estimated 
value (Han, 2001): a collection of examples, based 
on previous data, where the values of forecast-
ing variable are already known; there is built a 
model to explain the observed behavior. Applying 

this model on the registers to be processes can 
be obtained a prediction of the behavior or their 
values in the future.

The objective of prediction can be achieved 
through the following elementary methods for 
data exploitation (Krzysztof, 2007):

• for prediction: classification, which sup-
pose finding a function which include an 
article of data in one or more predefined 
classes and regression that is used in order 
to forecast of a value for a continue vari-
able based on the others variables’ values, 
assuming a linear or non-linear model of 
dependence;

• for description: clustering - identify a finite 
group of categories or clusters for describ-
ing the data; summarizing suppose a com-
pact description of a subgroup of data; the 
association rules suppose finding a model 
to describe the significant dependents be-
tween the variables; detection of changes 
and deviation get to the discover of the most 
significant changes of data in the period 
between two consecutive measurements.

The ultimate goal of data mining is prediction 
- and predictive data mining is the most common 
type of data mining and one that has the most direct 
business applications. The term Predictive Data 
Mining is usually applied to identify data mining 
projects with the goal to identify a statistical or 
neural network model or set of models that can be 
used to predict some response of interest.

In our study, we tried to underline the predictive 
character of data mining. In these circumstances, 
once identified the classification rules on the basis 
of the decision tree, they can be used for clas-
sification in one of the 5 risk categories of firms 
which were not included in our study. If this fact 
is achieved repeatedly in different moments, it 
can be monitorized the way of modification of 
the risk class for the analyzed firms.
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The method can be reapplied in the next years 
in order to identify those indicators which main-
tain their significance for classification and their 
position in the tree (identification of those parts 
which are stable in time). Also, in the analysis 
of the classification tree, it is necessary that on 
the interval of values for some of the selected 
variables, a part of the tree to be pruned because 
either the specific interval of values can be found 
in very rare cases, or the result is the inclusion 
of the firms in very close risk classes using other 
variables which are not stable in time.

In the perspective of analysis for the year 2008, 
it is possible to increase the importance of the 
non-financial indicators taking into consideration 
the economic instability generated by the financial 
crisis. Therefore, a future research direction is to 
establish how the crisis affected the SMEs, the 
financial and non-financial indicators.

In order to increase the classification accuracy, 
there could be included in analysis some modern 
financial ratios (such as Economic Value Added, 
Market Value Added). Also, others non-financial 
indicators (such as: quality of services ante and 
post sale, cost of services ante and post sale, 
technological advantages, relation with the bank, 
etc.) could be included in analysis in order to give 
a better estimation to the effects of the financial 
crisis on the Romanian SMEs.

CONCLUsION

The recent trends revealed that the SMEs are 
sensible to the evolutions of the economic cycle. 
Small and medium sized enterprises are not a 
lonely island but a vivid ensemble which function 
in direct connection with what is happening at na-
tional, European and international economy level. 
Thus, the SMEs are the first developing entities 
when the economy is on the right path but also the 
first ones to pay the price of economic recession.

The SMEs are affected by the financial crisis 
because two main motives: their limited resources 
and the high dependence on a credit institution 
which, in general, ensure the financial support 
for their activity. Moreover, the limited access 
to the banking credits will reduce the capacity 
of SMEs to attract financial resources in order 
to co-finance the projects from structural funds. 
Unfortunately, many times the Romanian manag-
ers prefer the bankruptcies to a recovering plan 
for their business.

The circumstances imposed by the financial 
crisis determine the Romanian SMEs to perma-
nently adapt their strategy in order to face the 
new challenges. Therefore, an analysis model that 
could reveal the economic-financial situation and 
prevent the financial difficulties, offer these firms 
a major advantage in the market competition.

Many models for forecasting the bankruptcy 
risk were developed in mostly market economies 
till present but they have the disadvantage their use 
can not being generalized to another economies, 
besides the one where it was made the statistical 
study. Moreover, the period characterized by 
economic instability determine the correlations 
of the scoring function elaborated, which limit 
temporally the using of these models or impose 
their updating at regular period of times.

Therefore, we elaborated a new model for 
analysis the bankruptcy risk for Romanian SMEs 
based on financial (15 financial ratios) and non-
financial indicators (10 indicators), the firms being 
classified in 5 risk classes. The including of the 
non-financial indicators was determined by the 
fact that the financial ratios has as informational 
source the classical records (financial statements) 
which indicate periodically the final financial 
results without any explanation regarding the way 
these were obtained.

We used CHAID method for processing the 
data in two variants in order to determine the clas-
sification rules: a first variant for the 15 financial 
ratios and a second variant for the 15 financial 
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ratios and the 10 non-financial indicators. Also, 
the using of two variants could determine the 
possibilities of improvement the classification. 
In fact, the inclusion in the analysis of the 10 
non-financial indicators leads to an increase of 
the classification accuracy.

In conclusion, the using of the data mining 
for detecting the bankruptcy risk of the Roma-
nia SMEs contribute to the development of the 
scientific knowledge in this field but has also a 
practical utility because the following advantages:

• permits an approach in a forecasting and 
retrospective view of the bankruptcy risk; 
for the financial diagnostic of the firm or 
from the perspective of the surveillance of 
the risks by the stakeholders;

• the model is based on both financial and 
non-financial indicators in order to forecast 
the firms’ difficulties;

• the model will permit the classification of 
the firms with similar characteristics in one 
of the five identified risk zones: very high, 
high, medium, low and very low;

• it allows a multidisciplinary approach of 
the bankruptcy risk, through using data 
mining (CHAID) in analysis of the firms’ 
difficulties;

• the elaboration of the model request the 
study of the risky firms’ characteristics, 
which represent an important information 
source for analysis the financial behaviors 
of the firms;

• ensure a better efficiency in financing 
through banking credits or structural funds 
because the model will permit a faster 
analysis of the various financial and non-
financial indicators by the banks or other 
stakeholders.

Also, the using of CHAID method presents 
the followings advantages:

• one of the major advantages of the CHAID 
is the explicit character of the result. A 
classification tree CHAID can be under-
stood also by the researchers and business 
people, and the last ones can intervene 
and modify the tree accordingly with their 
practical experience;

• the capacity to restrict the creation of the 
classification tree using low quality data;

• the possibility to quickly identify and un-
derstanding of the predictor variables;

• the easiness to implement the method, 
taking into consideration that the rules 
expressed by the CHAID tree can be in-
tegrated directly into logical expressions, 
which permits an immediate application ;

• the facility to build a classification tree 
starting from categorical or continuous 
variable in any combination;

• the method ensure protection for soverfit-
ting and administrate the missing data;

• CHAID does not need a too high calcu-
lation power or special knowledge for its 
application.

Therefore, through the proposed analysis 
model based on CHAID method we try to offer a 
real surveillance system for the Romanian SMEs 
which can allow an early warning regarding the 
bankruptcy risk, useful for the firms but also an 
important signal for the stakeholders. The model 
could represent an important step for further 
researches taking into consideration the possible 
consequences caused by the financial crisis on 
the SMEs and the possibility to adopt preventing 
measures in the conditions of risk.
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KEY TERMs AND DEFINITIONs

Data Mining: Data mining is the process of 
extracting hidden patterns from a large collection 
of data in order to understand the business, discern 
new possibilities and turn these into actions.

CHAID: A type of decision tree technique 
which can be used for prediction: classification 
and for detection of interaction between variables.

Early Warning Systems: A technique of 
analysis used to predict the possible challenges a 
firm can face and to decrease the risk of financial 
distress.

Bankruptcy Risk: The risk that a company 
will be unable to meet its debt obligations and the 
probability that the firm will end its activity in the 
future under the unfavorable action of internal or 
external factors.

Small and Medium Enterprises: Companies 
with the number of employees and turnover below 
certain limits (less than 249 employees and a net 
turnover less than 50 million Euro or total assets 
less than 43 million Euro).
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Financial Ratios: Ratios of two numerical 
values selected from an enterprise’s financial 
statements.

Non-Financial Indicators: Indicators which 
regard the qualitative aspects of the firm’s activity 

(management quality, shareholders quality, clients’ 
portfolio, quality of products/services offered, 
etc.) and characterize better the performances 
of the firm because they deal with causes rather 
than effects.



Section 3
Early Warning Systems for

Detection and Prevention of 
Fraud, Crime, Money Laundering 

and Terrorist Financing
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AbsTRACT

After last global financial crisis, one of the most important concerns of the governments became unem-
ployment. Higher unemployment rates haves been forcing governments to develop some policies. Some 
of these policies has been included financial policies while some of them included social policies. One 
of the most important concerns of social policies is social risk mitigation and fight against poverty and 
social aids as its extensions. In general, measurement of social events have been mostly based on subjec-
tive statements. More specifically, targeting mechanisms have been using for determination of potential 
social aid owners. Most popular targeting mechanisms are subjective ones as well. In this chapter, an 
objective targeting mechanism model and a fraud detection system model have been developed via data 
mining for social aids as an identifier of poverty levels which includes early warning signals for inap-
propriate applications. Then, these models have been used for development of a poverty map. Developed 
new targeting mechanism which has been based on rating approach will be an alternative to Means 
Test and Proxy Means Test. In addition, social aid fraud detection system will be updated automatic 
with Intelligent System property and the poverty map computation approach can be used for absence of 
detailed data. Furthermore, Millenium Development Goals, Targeting Mechanisms, Poverty and Poverty 
Maps concepts have been reviewed from an analytical and objective point of view.
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INTRODUCTION

One of the most important elements of social life 
is solidarity under risky situations. Social Security 
System presents solidarity in instituional mean in 
country level. Social security may be accept as 
system, organization, necessity, solidarity and as 
service tool of the government when individuals 
face to danger. In some countries, social security 
has a wider mean than the others. According to 
ILO, actual norms of social security covers support 
for economical and social protection, health pro-
tection, family life with kids arising from income 
loss because of disease, motherhood, working 
force loss, unemployment, disability and old age 
by public programs. Elements of social security 
can be count as social solidarity, neediness, public 
programs, obligations and participation. There-
fore, social security can be define as a solidarity 
organization based on obligation of participation 
which against dangers faced by the individuals of 
society via public programs.

First bases of social security institutions has 
been established in 1880. First compulsory in-
surance about social security dangers has been 
established in German on 1883 by government. 
Then the other insurance types established con-
seqeuntly such as

• insurance on disease has been started in 
1883,

• insurance on occupational accidents has 
been started in 1884,

• insurance on disability and older age has 
been started in 1889.

In other countries, establishment and improve-
ment of the insurance almost in the same years:

• In Austria,
 ◦ Insurance on occupational accidents 

has been started in 1887,

 ◦ Insurance on disease has been estab-
lished in 1888. Social Security and 
related legislations have been started

• In Hungary in 1891,
• In Norway and France in 1894,
• In Finland in 1895,
• In Italy in 1898,
• In Spain in 1900,
• In Japan and in England in 1903,
• In Latin America, USA and Canada in 

1930.

Second World War has been a milestone about 
Social Security. Following years after war have 
been became the beginning point of Social Security 
Gold Age. In 1952, coverage and the norms of the 
social security have been defined with aggreement 
number 102 entitled ‘Minimum Norms of Social 
Security’ by ILO. Today, all developed countries 
have been applying nine insurance activities 
included by aggrement number 102. Those nine 
insurance acitivities are

• Occupational accidents
• Occupational diseases
• Disease
• Motherhood
• Unemployment
• Family payments
• Old age
• Death
• Disability.

In developing countries unemployment and 
family payments haven’t been appllying widely 
but the others. These advancements have been 
the first steps of the providing establihment and 
organizing of social security system. Re sharing 
of income has been foreseen with solidarity and 
cooperation principles.

One of the main components of social security 
system is social services. Social services are all 
systematic and regular activities and programs 
which have properties such as protective, proac-
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tive, rehabilitative, able to change, able to improve 
with the aim of improving people’s life standards 
via providing help

• To the ones for their needings because of 
social deficincy arising out of control

• To the ones for making themselves more 
adequately and prevention of dependency 
to another ones

• For strengthening the family relations
• To individuals, families, groups and societ-

ies for realiziation of their social functions 
accurately.

Another main component of social services is 
social aid. Social aid is determined as according to 
the Local measures lack of afford of living costs 
belongs to his/her and based deprivation detection 
and control and aim to make those ones self – suf-
ficient with temporary or continously, systematic 
and regularly complimentary aids.

According to the table given above, all social 
aids beneficiary determination criterias based on 
poverty measurements. Of course there are a lot 
of approaches to poverty and prosperity as well 
but most up to date and accepted standards can be 
taken as Millenium Development Goals. There-
fore, Millenium Development Goals have been 
take into consideraition as a poverty coverage.

In most of the studies dealt with poverty de-
termination have been using subjective ‘expert 
opinions’ or basic statistical methods. Of course, 
let the social aids to deserving ones very impor-
tant but not enough. In social aids, timing is one 
one the important elements. So, fast decision 
making process one of the vital elements too. 
In addition, multidimensional nature will take 
into consideration for accurate decision making 
as well. In social aid, all the citizens must be 
evaluated. Therefore, countrywide personal data 
in mutidimensional nature will be evaluated in 
poverty determination. It means, the number of 
the records should be equal the population size 
in poverty determination. In addition, dynamic 

nature of the population must be considered for 
accurate decisions. So, computation approach 
must be fast, enable to process huge data sets 
and sensitive to changes. These necessities let us 
to data mining. Data mining is the most efficient 
computation approach to analysis huge data sets.

In this chapter, objective targeting mechanism 
computation, poverty maps construction and fraud 
detection in social aids have been given. From 
Millenium Development Goals point of view 
determination of poverty and poverty maps as an 
extension have been determined via data mining.

bACKGROUND

Sustainable Development and its extension De-
velopment Indicators are one of the good starting 
point for evaluating Social Risk Mitigation. It is 
possible to talk about many different Development 
Indicators but ‘Millenium Development Goals’ 
are generally accepted one.

Basically, the main idea of Millennium Devel-
opment Goal (MDG)s constructed as a conclusion 
of international conferences and summits held in 
1990’s. Then, they were evaluated and first set 
of indicators defined as International Develop-
ment Goals. Member states of United Nations 
(UN) accepted the Millenium Declaration and 
introduced the Millennium Development Goals 
which are given Table 1 as part of implementing 
Millenium Declaration in September 2000. The 
goals have been commonly accepted as a frame-
work for measuring development progress (UN, 
2010; Worldbank, 2010a).

Millennium Development Goals given in 
Table 1 shows that the first goal for development 
indicated as eridicate the extreme poverty and the 
hunger. According to the definition of Worldbank, 
‘Poverty is hunger. Poverty is lack of shelter. 
Poverty is being sick and not being able to see a 
doctor. Poverty is not having access to school and 
not knowing how to read. Poverty is not having 
a job, is fear for the future, living one day at a 
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time. Poverty is losing a child to illness brought 
about by unclean water. Poverty is powerlessness, 
lack of representation and freedom.’ (Worldbank, 
2010b). More detailed definition and explanations 
about the poverty concept are given below.

The most meaningful definition of poverty 
was defined by Rowentree and Berengula in 
1901. According to this definition the poverty 
is the lack of income for fulfilling the minimum 
physical needings (Field 1983). In 1960’s a poverty 
measure was defined as the bunch of food and 
non-food goods for fullfilling minimum needings 
(Lipton and Ravallion, 1993). Actually, the defi-
nition of the poverty has been developed but the 
consumption is still one of the most widely used 
poverty indicator (Nunan, et al., 2002). In 1970’s, 
needing concept merge with satisfaction then 
poverty concept turn into more qualitative nature 
and more qualitative indicators. These indicators 
are malnutrition, sheltering, wearing and reach 
facility to health services. Therefore, United Na-
tions Development Program (UNDP) developed 
Human Development Index as an alternative for 
income/consumption measurements. In Human 
Development Index, more qualitative dimensions 
of human poverty takes into consideration as life 
expectancy, literacy in adults, reaching facilities 
to health services and clean water, and low weight 
childs under five age in serious level (Nunan, et 
al., 2002).

‘Basic needs’ concept was determined for 
operational use of UN’s poverty concept. Basic 

needs concept widely used in ILO’s global confer-
ences in 1976 and then World Bank was began 
to use the concept. Basic needs concept can be 
determined as realization of honorable live right 
becomes with human being in universal level. 
Basic needs was determined as

• Minimum needs for a family’s private 
consumption,

• Safe drinking water, sewerage, electricity, 
health, education etc.,

• Pariticipation to the decisions effecting 
themselves,

• Satisfaction of basic needs in basic human 
rights framework,

• Consideration of need strategy based 
on employment as both goal and tool 
(Worlbank, 2003).

Human Development Report 2001 emphasized 
the necessity of wider definition for poverty which 
covers vulnerability and risk concepts (Nunan, 
et al., 2002). In later studies, vulnerability de-
termined as the probability of fall down under 
poverty limit (World Bank, 2003). According 
to the World Bank the poverty is determined as 
the situation of couldn’t reach the minimum life 
standard. Nunan, et al. (2002) has been deter-
mined the poverty was the situation of couldn’t 
reach economical, social and the other standards 
for human properity. Falkingham and Namazie 
(2002) evaluated the poverty from economists’ 
and political analyts’ point of view.

Zastrow and Bowker (1984) determined the 
factors as the reason of poverty:

• High unemployment
• Negative physical health
• Physical disability
• Emotional problems
• High health expenditures
• Alcholism
• Drug addiction
• Large family

Table 1. Millenium development goals 

Goal 1. Eradicate extreme poverty and hunger

Goal 2. Achieve universal primary education

Goal 3. Promote gender equality and empower women

Goal 4. Reduce child mortality

Goal 5. Improve maternal health

Goal 6. Combat HIV/AIDS, malaria, and other diseases

Goal 7. Ensure environmental sustainability

Goal 8. Develop a global partnership for development
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• Fired from work because of otomation
• Deprived of working skills
• Low education level
• Families which have little childs and have 

women responsibles
• Increasing life expenses while income 

stability
• Guilty against race
• Labeled as condemned or mentally sick
• Divorced, be abandoned and dead of 

husband/wife
• Gambling
• Sex crimes
• Victim of crime
• Negative ethical values about work
• Unavailability of job because of seeking 

conditions
• Low waged job
• Mental retardation
• Retirement because of age

OECD (2001) determined the basic dimensions 
of the poverty with five articles given below:

• Economical facilities
• Humanatarian facilities
• Political facilities
• Socio-cultural facilities
• Protective facilities

It is hard to determine and measure the poverty 
concept because of its dynamic and relativistic 
nature. Therefore, its different dimensions have 
been investigated seperately. In another words, 
the main logic has been based on identifying the 
deprivations included by the poverty concept. This 
approach resulted as different definitions such as;

• Berengula and Pescetto (2003) determined 
‘absolute poverty’ concept,

• Falkingham and Namazie (2002) deter-
mined relative poverty concept,

• Berenguela and Pescetto (2003) empha-
sized subjective poverty concept

• OECD (2001), DPT – CPO (2001) and 
McMichael (2000) considered rural pov-
erty concept

• UNDP developed and Morrisson (2002) 
and Nunan, et al. (2002) evaluated human-
itarian poverty concept

• Especially World Bank considered gen-
der poverty and feminization of poverty 
concepts

• International Council of Nurses (2004) 
evaluated youth and elder poverty concepts.

Measurement of the poverty has been dis-
cussing as much as its definition. Poverty limits 
are the most useful tools for measurement of the 
poverty. Poverty limit is the the line which is 
seperated poor and non-poor persons according 
to the countries poverty definition. Poverty limits 
identified with the income or consumption which 
covers minimum nourishment needs and the other 
necessary expenses. As an example we may as-
sume the ones who live under poverty limits as 
the ones who earn under avearage annual income. 
On the other hand, someone takes poor ones as 
who take daily colaries under average calories 
(International Council of Nurses, 2004). A lot of 
institutions such as UNDP have been been try-
ing to measure the poverty and have been using 
poverty indicators as a strategy for reducing na-
tional poverty. MJainly, poverty indicattors based 
on countries’ poverty definitions, factors effects 
poverty and perception about poverty. Actually, 
poverty is a multi dimensional concept. Therefore, 
it is possible to measure the poverty with multi 
dimensional indicators. According to the UNDP 
(1997b), classification of the poverty indicators 
are given below:

• Income indicators: There are two main 
income measures of poverty. These are 
poverty interventions and Gross National 
Product.

• Social indicators: The biggest advantage 
of social indicators is their ability on di-
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rect measurement of necessary goods and 
services for human prosperity (e.g. income 
measured in indirect way).

• Indicators on poverty of facilities: 
Protection from disease, adequate nourish-
ing, reproductive health, personal safety 
etc. can count as facilities for saving per-
sons from poverty. There are different in-
dicators for measurement for these items. 
Human Development 1996 Report was 
combined these different indicators in one 
index (UNDP, 1997a).

One of the most important concerns of poverty 
measurement is detemining the the ones who 
will have social aid. The main idea of social aid 
and social service programs is providing support 
who couldn’t find another way provide necessary 
needings. Some countries are using income test 
which covers a big portion of population like aged, 
disabled, unemployment etc. In alot of countries, 
for the ones who covers whether in social security 
programs use social aid programs based on income 
test. Social aid covers some groups such as aged 
and orphans provided by Public or non-Public 
Institutions (Ortiz, 2001). In addition, there is a 
specific definition for determination of the ones 
in need for social aid as targeting mechanism. 
Targeting mechanism is a mechanism which pro-
vides objective selection criterias for beneficiary 
families of social aids. Targeting mechanisms can 
be differ according to country’s social, economical 
and geographical properties. On the other hand, 
the main logic almost the same in all targeting 
mechanisms as scorin formulas based on social, 
economical and the other necessary indicators. 
Hence, objective and transparent conditions can 
be provided in target population selection.

The aim of the targeting models is discovering 
the poor households in a accurate and efficient 
way. There are 4 basic targeting methods (Ortiz, 
2001; Legovini, 1999):

• Categorical targeting: It is the most easy 
targeting methods. In categorical target-
ing, programs utilize all people in selected 
geographical area or group. Therefore, it is 
possible to support non-poor ones too.

• Means Test: Means test targeted programs 
utilize the households whose income under 
a determined limit. Means test better than 
categorical targeting but it is more expen-
sive than categorical targeting. Means test 
can use both direct transfer programs and 
wage programs (Legovini, 1999; Coady, et 
al., 2003).

Means test model is using in a lot of social 
aid programs. Utilizations defined as a function 
of person’s or a family’s income and assets in 
official means test applications. Some means test 
models don’t cover some income sources and 
assets. Especially, houses and agricultural areas 
don’t covered. If offcial means test doesn’t suit-
able for implementation then informal approaches 
or proxy means test can be used for beneficiary 
selection. These tests cover some alternative 
indicators and tools such as household size and 
structure, geographical area, age, disabilities etc 
(Ortiz, 2001).

• Proxy Means Test (Alternative tools 
test – Rating formula): It is subset of 
Means Test. Targeting is made by gather-
ing information, computing indicators and 
collecting tools which are concerning in-
come/poverty of beneficiaries. It is based 
on recurrences. It may be give reason-
able results for Local decision makers or 
Local NGO. Number of the countries us-
ing Proxy Means Test has been increasing 
but still the other tests are using widely. 
This test is a system which includes a rat-
ing formula based on observations of the 
properties such as residence of the house-
hold, quality of the house, durable goods 
ownership, demographical structure of 
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household, education level and employ-
ment status of the adults. Indicators and 
the weights which are using for computing 
the rates is genarating from the statistical 
analysis (mainly regression and principal 
component analysis) results of the detailed 
household surveys. In addition, Type 1 
and Type 2 errors should be weighted in 
rating. In general, gathered information 
is partially confirmed with house visits or 
documents. Means test is more efficient 
than Proxy means test (Coady, et al., 2003, 
Legovini, 1999).

• Personal Choice: It usually uses for pre-
ventnig for ethical issues. Because some 
obligations put such as working for food, 
low waged job etc. This program is not 
suitable for preventing poverty but hunger. 
On the other hand, this mechanism is low 
costed in managerial mean. In addition, it 
is very suitable in crisis because of its au-
tomated targeting nature (Legovini, 1999; 
Coady, et al., 2003).

In social aid programs, it is possible to take 
more than one methods as a targeting method 
according to needings. Merging methods can 
help to maximize the efficiency and minimize 
the managerial costs. From this view of point 
for a better targeting mechanism must take into 
account both qualitative and quantitative proper-
ties. Furthermore, multi dimensional nature of the 
poverty must be summarized with

• clear,
• easy to understand,
• comparable,
• transparent

indicators as a successful separator between 
poor and non-poor ones. According to this frame-
work, efficient poverty implied indicators in 
another words well defined targeting mechanism 
must be discovered from huge data sets such as 

census of population. Discovering knowledge 
from huge data sets coincides the definition of 
data mining. Data mining is one of the most ef-
ficient approach of discovering knowledge from 
huge data sets.

Data mining describes a collection of tech-
niques that aim to find useful but undiscovered 
patterns in collected data. The goal of data mining 
is to create models for decision-making that predict 
future behavior based on analyses of past activ-
ity. Data mining supports knowledge discovery, 
defined by Piatetsky-Shapiro and Frawley (1991) 
as ‘... the nontrivial extraction of implicit, previ-
ously unknown, and potentially useful information 
from data...’ (Berson, et al., 2000). Bolshavoka, et 
al. (2005) indicated that “the fast growth of data 
collections in sciences and business applications 
as well as the need to analyze and extract useful 
knowledge from this data leads to a new genera-
tion of tools and techniques grouped under the 
term data mining”. Data mining is the process of 
sifting through the mass organizational (internal 
and external) data to identify patterns critical for 
decision support. Data mining techniques have 
been successfully applied like fraud detection and 
bankruptcy prediction by Tam and Kiang (1992), 
Lee, et al. (1996), Kumar, et al. (1997), strategic 
decision-making by Nazem and Shin (1999) and 
financial performance by Eklund, et al. (2003), 
Hoppszallern (2003), Derby (2003), Chang, et al. 
(2003), Kloptchenko, et al, (2004), Magnusson, et 
al. (2005). Koyuncugil and Ozgulbas conducted 
studies on financial performance and financial 
risk of Small and Medium Enterprises (SMEs) 
and hospitals by data mining. They determined;

• a specific measure for financial perfor-
mance (Koyuncugil & Ozgulbas 2006a),

• the financial profile of SMEs (Koyuncugil 
& Ozgulbas, 2006b)

• the financial profile of hospitals (Ozgulbas 
& Koyuncugil, 2007).
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It is clear that data mining will be the main 
method for poverty level determination with new 
developed hybrid targeting mechanism. In addi-
tion, some indicators or signals will be defined 
for social risk mitigation. In another words, we 
need a set of indicators which implies potential 
risk for make us proactive. When we use this 
indicators in a system logic, we are talking about 
Early Warning Systems. EWS use for predicting 
the success level, probable anomalies and for 
reducing crisis risk of cases, affairs transactions, 
systems, phenomenons, firms and people. In addi-
tion their current situations and probable risks can 
be identified quantitatively (Koyuncugil, 2009).

A lot of governments don’t recognized the 
symptoms of social risk and explotions until face 
them. And when signal start occurring, respon-
sibles don’t know how to manage. By identifying 
some early warning signs of social risk, decision 
makers can prevent or at least manage risks. Some 
studies about early warning systems used by data 
mining and other analytical methods are presented 
below. There are a lot of application areas of 
early warning systems but most of the important 
early warning studies dealt with financial issues. 
Early warning systems that are used to examine 
financial failure and risk are investigated for 
banking sector by Gaytan and Johnson (2002). 
Collard (2002) underlined the importance of early 
warning system and presented early warning signs 
that concerned business failure and risk. Mena 
(2003) mentioned credit card fraud detection via 
data mining. Gunter and Moore (2003) studied 
to develop an early warning model for detecting 
the financial condition of bank. Jacops and Kuper 
(2004) presented an early warning system for six 
countries in Asia which has been calculated the 
probability of a financial crisis. Apoteker and 
Barthelemy (2005) focused on financial crises 
in emerging markets and they dealt with country 
risk signaling by newly developed non-parametric 
methodology. Liu, et al. (2006) identified an early 
warning system on financial crises happened 
worldwide by fuzzy C-means method. A novel 

anomaly detection scheme that uses a data mining 
to handle computer network security problems is 
proposed by Shyu, et al. (2006). One of the most 
important study towards the purpose of this study 
is the design of an early warning system based 
on data mining about the examination of in capi-
tal market was realized by Koyuncugil (2006). 
Koyuncugil determined the success of designed 
early warning system by testing the system with 
actual data. Some of the studies dealt with SMEs 
and stock exchanges such as

• Factors affected financial distress and 
risk (Ozgulbas & Koyuncugil, 2006; 
Koyuncugil & Ozgulbas, 2006c),

• Financial early warning signals for stock 
market crisis (Koyuncugil & Ozgulbas, 
2007)

can be taken into account as fundamental studies 
for early warning approached risk detection stud-
ies based on data mining.

Kamin, et al. (2007) used early warning 
systems in emerging markets of 26 countries to 
identify the roles of domestic and external fac-
tors in emerging market crises. Tan and Quektuan 
(2007), hase been used Genetic Complementary 
Learning (GCL) for early warning system for stock 
market and bank failures. Beside these empirical 
studies given above, Koyuncugil and Ozgulbas 
(2008) developed a financial early warning system 
model based on data mining for SMEs as a risk 
detector as an advancement.

Poverty level is one of the most important 
identifiers of social aid and early warning signals 
are very important for proactivation as well. In 
addition, regional details have big impotance for 
policy making. Therefore, poverty levels and early 
warning signals will be a base of development poli-
cies for both country and Local level. Especially in 
Local studies, one of the most important problems 
is defining the priorities among the geographical 
zones. Poverty maps provide visual information 
about poverty. According to Worldbank (2010c), 
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Poverty mapping, the spatial representation and 
analysis of indicators of human well being and 
poverty within a region, is useful in a variety of 
ways such as

• Highlighting geographic variations
• Simultaneously displaying different dimen-

sions of poverty and/or its determinants
• Understanding poverty determinats
• Selecting and designing interventions

 ◦ Selecting interventions
 ◦ Designing interventions

 ▪ Geographic targeting of 
resources

 ▪ Designing interventions with re-
gional variants

 ▪ Informing decentralization
 ▪ Fostering participation at the lo-

cal level.

sOCIAL AID FRAUD 
DETECTION sYsTEM FOR 
sOCIAL RIsK MITIGATION

After global financial crisis, wide spread unem-
ployment has been becoming one of the most 
important issues of all countries whether devel-
oped or not. High level unemployment has been 
triggered mass poverty and incereased poverty 
levels. One of the most important problems or 
danger of the increasing poverty level is social 
risk. Social risk could be show itself in different 
scales from protest meetings to social explosions 
and the worst case for social risk can be identified 
as looting or fighting between poor and non-poor 
ones. Of course, worst cases can be considered 
very far away right now but it must be take into 
consideration because of increasing poverty level. 
At this point, social aids play very important 
role for social risk mitigation. Fair social aids 
distribution will be one of the emergency switch 
of income distribution gap between poor and 
non-poor ones. Therefore, in evaluation process 

of social aid applications, there will be objective 
norms to discriminate the ones whether really in 
need of social aid or not. In statistical mean it is 
possible to identify this situation Type I and Type 
II errors according to the Hypothesis Tests Theory:

• Acceptance of application which belongs 
to non-poor one

• Rejection of application which belongs to 
poor one

Case I shows acceptance of fraudient applica-
tion. In this case, fraud applications prevent to 
reach the ones in need of the social aid. Therefore, 
minimization of the fraudient applications can be 
one of the measures of the accuracy of the social 
aid system. Case II shows rejection of right ap-
plication. In this case, fairness of the social aid 
system will be damaged. Therefore, minimization 
of the rejection of applications which belong to 
poor ones can be another measure of the accuracy 
of the social aid system. Therefore, an efficient 
social aid system must be minimized wrong 
decisions. It means it must be discriminate poor 
and non-poor ones in evaluation process for a 
fair decision process. Altough, timing is another 
basic elements in decision making process. Dis-
criminate the fraudient aplication from deserved 
ones in limited time is forced to use early warning 
mechanism. Therefore, to bring out the fraudient 
applications into open as early warning signals 
have a vital importance for social risk mitigation. 
Nearly, all of the former social aid detection sys-
tems have been based on subjective ‘expert opin-
ions. Observations of the experts and declarations 
of the social aid applicants are the data sources 
that reflect the decision making. However, these 
decisions ignore the multidimensional nature of 
the poverty in objective manner. Therefore, fair, 
accountable, transparent and comparable system 
can only provide accurate results.

Determination of the indicators of fraud by 
clarifying the relationships between the vari-
ables defines the discovery of knowledge from 
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the poverty variables. Automatic and estimation 
oriented information discovery process coincides 
the definition of data mining. During the forma-
tion of system;

• fair,
• accountable,
• transparent,
• comparable,
• easy to use,
• easy to understand,
• easy to interpret

model that is far from the complexity is tar-
geted by the discovery of the implicit relationships 
between the data and the identification of effect 
level of every factor. Because of this reason, the 
ideal method to develop early warning system 
is the data mining method that is started to be 
used frequently nowadays for strategic decision 
making process. Therefore, the objective of this 
study was determined as using data mining to a 
fraud detection system which has early warning 
properties.

According to the framework given above social 
aid fraud detection system will be

• Identified the fraudient behaviours
• Determined the profiles of the ones who 

deserve social aid
• Determined the profiles of the profiles who 

don’t deserve the social aid
• Determined the early warning signals and 

indicators in fraudient applications
• Constructed poverty maps.

Mainly, system is based on determination 
of objective norms and indicators which imply 
poverty. In another words, it will be very similar 
to targeting mechanism. Therefore, it is possible 
to talk about data mining based targeting mecha-
nism. Means Test and Proxy Means Test are most 
popular targeting mechanisms. In this study, an 
alternative rate based targeting mechanism will 

be developed which will have properties of both 
Means Test and Proxy Means Test. System will 
be assigned scores according to both quantitaive 
and qualitative properties. Hence, the method 
which will be used for poverty determination can 
be use for all types of data. The system will be 
included three main difference and advantages 
than similar ones:

The new hybrid targeting mechanism: The 
system will be determined the poverty levels with 
an hybrid targeting mechanism which will assign 
poverty scores. Targeting mechanism calls hybrid 
because of its nature which includes Means Test 
and Proxy Means Test properties at the same time.

Data mining as a computing method: System 
will be evaluated both quantitative and qualita-
tive data at the same time. Therefore, poverty 
determination method must be suiatble for both 
quantitative and qualitative data. In addition, the 
method will be scalable for huge data sets. As a 
result we should deal with method(s) which can 
be enable to analysis quantitative and qualitative 
huge data sets. Analysing huge data sets must 
be one of the necessities but not the only one. 
Hybrid targeting mechanism must be involved 
prediction nature and computations should be 
automated for the efficiency of the system. As a 
result, the method must be enables to analysis huge 
data sets and has automated prediction property. 
Nowadays, the most popular approach of analys-
ing huge data sets calls data mining. Hence, data 
mining methods will take into consideration in 
system development.

Intelligent early warning mechanism: 
Statistically significant poverty indicators and 
profiles determined by the System can be used 
as early warning signals for identified values. 
Cut points, threshold values from one profile to 
another profile can be identify as early warning 
signals. At the same time, early warning signals 
show risk signals for social risk detection.

Objective, transparent, comparable indica-
tors: In general, poverty determinations based 
on ‘expert’ opinions. Therefore, it is hard to talk 
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about comparable standards, objective evaluation 
and transparency. One expert accept application 
which was rejected by another expert.

METHODs

The main method will be CHAID Decision Tree 
algorithm for determination of important variables 
in poverty identification and determination of early 
warning signals in fraudient behaivours. Then, K-
nearest Neighbour method will be implemented 
for povery map construction. Details about these 
methods are given below.

CHAID Decision Tree

In this study CHAID decision trees – one of the 
data mining algorithms -, which is one of the 
best ways to identify profiles of the poverty and 
determine fraudient characteristics thereof, were 
used. One of the data mining algorithm decision 
trees are used in profiling as a predictive model 
that, as its name implies, can be viewed as a tree. 
Specifically each branch of the tree is a clas-
sification question and the leaves of the tree are 
partitions of the dataset with their classification 
(Berson et. al., 2000).

With the series of rules obtained from deci-
sion trees would be possible to create profiles of 
firms and then classify firms in terms of levels 
of financial management by using such profiles. 
For each profile the most important financial and 
key indicators, which require improvement for 
reaching to an upper profile level, will be deter-
mined. By this way it will be possible to identify 
the structure of the poverty levels for strategies 
to be followed, and early warning indicators and 
signals could be improved.

There are different decision tree algorithms 
such as C4.5, C 5, C&RT and CHAID. C&RT 
and CHAID are the most popular decision tree 
algorithms. In addition, CHAID differentiate 
from the others with branching style. CHAID has 

multi branchs (more than two), while the others 
have binary branchs. Therefore, CHAID gives all 
sub-details or minor differences in investigating 
data set. CHi-square Automatic Interaction Detec-
tor (CHAID) uses Chi-square metric as its name 
implies (Koyuncugil, 2006).

K-Nearest Neighbour

In classification process, a new object with input 
vector y will be examined with k closest training 
points to y and the object will be assigned to the 
class which has the majority of points among this 
k (Hand, et al., 2001).

K-nearest neighbour is a very straightforward 
method and it uses for classification of new object. 
K-nearest neighbour is a memory based method 
and doesn’t need a model for fitting. Assume that 
x0 query point was given and xr, r=1,...,k denotes 
training data points. In this method, closest dis-
tance between x0 and xr takes into account. Then, 
x0 will be assigned to class which has majority of 
points among these k points. As an exmaple, x0 
query point is a member of O Class according to 
7-nearest neighbour according to Figure 1 (Hand, 
et al., 2001; Hastie, et al., 2001, Koyuncugil, 2006).

Properties assumed that real valued and Euclid 
Distance:

di = ||x(i) − x0|| 

will be used as a facility.
Typically, all properties will be transformed 

into N(0,1) distribution. Hence, it will be pos-
sible to compare measurements of different units 
(Hastie, et al., 2001, Koyuncugil, 2006).

Data and Variables

According to data sources of Millenium Devel-
opment Goals, poverty indicators given below is 
take into account for possible data and variables 
are given below:
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• Demographic data
• Consumption/income indicators
• Gender statistics and indicators
• Health indicators
• Data on children
• Other social indicators

sOCIAL AID FRAUD DETECTION 
sYsTEM AND POVERTY MAP

Flow diagram and explanations of the steps of 
the data mining based fraud detection system is 
given in Figure 2.

steps of the system

Step 1. Survey Sampling

There are two main approaches in data gathering 
for Poverty Level Determination determination as

1.  Data gathering from complete coverage 
researchs (Census of Population),

2.  Data gathering from sampling researchs.

In Census of Population all people covered in 
the country. On the other hand, there are limita-
tions for gathering detailed data. Therefore, mainly 
Census of Population will be a base for Poverty 
Level Determination and main indicators/vari-
ables will be provided. In sampling researchs, 

details which couldn’t collected in Census of 
Population will be collected. Therefore, in Poverty 
Level Determination construction a mixed data 
will take into consideration as complete coverage 
(population) and sample.

Administrative records can provide official 
information. But these records couldn’t enough 
for poverty determination. Detailed personal 
information should be provided with sampling 
surveys for better discrimination between poor 
and non-poor ones. Census records will be the 
sampling framework. Of course it is possible 
to define another data source except Population 
Census database but in many developing and less 
developed countries population registry systems 
are not updated. Therefore, for developed countries 
or for the countries which have updated population 
registry systems other data sources can used as 
sampling framework. Therefore, represantative 
sample for population will be selected from census 
database (or from any other complete coverage 
data sources which are provided personal informa-
tion) for sampling survey. Survey questionaire will 
be included questions on poverty determination 
which is determined according to Millenium De-
velopment Goals and other internationaly accepted 
and comparable indicators. Data provided from 
sampling survey will be used for training data in 
data mining model development.

Step 2. Poverty Model Development

CHAID Decision Tree which is one of the most 
updated data mining methods will be used as a 
main method for poverty model development. 
Early Warning System approach of Koyuncugil 
and Ozgulbas (2008) will be used for poverty 
model development. According to this approach 
CHAID decesion tree algorithm will be used as 
a main method. Assume that X1,X2,…, XN−1, XN 
denote discrete or continous independent (predic-
tor) variables and Y denotes dependent variable 
as target variable in CHAID algorithm where X1 
∈ [a1, b1], X2 ∈ [a2, b2], …, XN ∈ [aN, bN] and Y ∈ 

Figure 1. 7 – nearest neigbour of x0 query point
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{Poor, Not Poor}. While ‘Poor’ shows poor ones 
in red bar and ‘Not Poor’ shows not poor ones 
in green bar in CHAID decision tree in Figure 3.

CHAID Decision Tree in Figure 3 was taken 
into consideration for computing the individual 
poverty scores. CHAID decision tree determined 
the variables which effect the poverty level. Then, 
statistically significant variables in CHAID Deci-
sion Tree will take into consideration in determi-
nation of poverty level process for individuals. 
Their location in decision tree will be determined, 
then their scores will be computed with weights 
in CHAID Decision Tree.

Only 2 variables of N have a statistically sig-
nificant relationship with the target Y in Figure 3:

X1 has most statistically significant relation with 
target Y.
X2 has statistically significant relation with X1 
where b11 < X1 ≤ b12

Step 3. Determination of Poverty Levels

CHAID algorithm organizes Chi-square indepen-
dency test among the target variable and predic-
tor variables, starts from branching the variable, 
which has the strongest relationship and arranges 
statistically significant variables on the branches 
of the tree due to the strength of the relationship. 
An example of a CHAID decision tree is seen in 
Figure 3. As it is observed from Figure 3, CHAID 
has multi-branches, while other decision trees 

Figure 2. System flow diagram
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are branched in binary. Thus, all of the important 
relationships in data can be investigated until the 
subtle details. In essence, the study identifies all 
the different risk profiles. Here the term risk means 
the risk that is caused because of the financial 
failures of enterprises.

Figure 3 shows that there are four different 
risk levels that two of them (B and D) influenced 
only one variable (X1) and the rest (C1 and C2) 
influenced two variables (X1 and X2). Details about 
4 different poverty levels are given below:

Level B shows that:

There are n1 samples where X1 ≤ b11
There are % m11 poor ones,
There are % m21 non-poor ones

Level C1 shows that:

There are n21 samples where b11 < X1 ≤ b12 and 
X2 ≤ b2
There are % m121 poor ones,
There are % m221 non-poor ones

Level C2 shows that:

There are n22 samples where b11 < X1 ≤ b12 and 
X2 > b2
There are % m122 poor ones,
There are % m222 non-poor ones

Level D shows that:

There are n3 samples where X1 > b12
There are % m13 poor ones,
There are % m23 non-poor ones

Levels given above show that different poverty 
levels has been influenced different variables or 
different values of same variables. It means that 
different poverty levels have different structures 
and need different policies. If all of the profiles 
are investigated separately,

Level B shows that if any household’s vari-
ables X1 have values where X1 ≤ b11, poverty rate 
or in another words risk rate of the poverty of the 
households in this level will be RB= m11. It means 

Figure 3. CHAID decision tree
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anyone (or household) has a X1 ≤ b11 property is 
a poor one with % m11 percent.

Level C1 shows that if any household’s vari-
ables X1 and X2 have values where b11 < X1 ≤ b12 
and X2 ≤ b2 poverty rate or in another words risk 
rate of the poverty of the households in this level 
will be RC1 = m121. It means anyone (or household) 
has b11 < X1 ≤ b12 and X2 ≤ b2 properties is a poor 
one with % m121 percent.

Level C2 shows that if any household’s vari-
ables X1 and X2 have values where b11 < X1 ≤ b12 
and X2 > b2 poverty rate or in another words risk 
rate of the poverty of the household in this level 
will be RC2 = m122. It means anyone (or household) 
has b11 < X1 ≤ b12 and X2 > b2 properties is a poor 
one with % m121 percent.

Level D shows that if any household’s variable 
X1 have values where X1 > b12, then poor financial 
performance rate or in another words risk rate of 
poverty of the households in this level will be 
RD = m13. It means anyone (or household) has X1 
> b12 property is a poor one with % m13 percent.

Poverty interventions can be determined ac-
cording to the levels given above.

Step 4. Model Test and Confirmation 
of Reliability of the Model

Statistically significant variables (e.g. X1 and X2) 
and poverty levels (e.g. B, C1, C2 and D) which 
were obtained via CHAID method will be exam-
ined with survey via field study. Model results will 
be compared with household properties whether 
the model discriminate the poor and non-poor 
ones accurately.

Step 5. Revision of the Model

In case of the model couldn’t discriminate the 
poor and non-poor ones correctly then the model 
will be constructed again.

Step 6. Deployment of the Model 
to the Social Aid Database

Poverty levels which were determined by survey 
sampling will be matched with social aid database 
according to the key variables.

Step 7. Computation of 
(Individual) Poverty Score

In social risk mitigation, the ones who need in 
social aid should be selected carefully. Type 
and Type II errors must be considered for a fair 
final decisioın. Therefore, statistically signifant 
variables according to the CHAID decision tree 
will be considered for computation of individual 
poverty scores. CHAID decision tree will be 
given different poverty levels with statistically 
significant variables.

In social aid applications, applicants will be fill 
out a form which includes statiscially significant 
variables determined by CHAID. Then, applicant’s 
poverty level will be defined according to poverty 
levels determined by CHAID.

As an example, applicant’s properties will be 
queried according to the obtained statistically sig-
nificant variables (e.g. X1 and X2) and household’s 
poverty level will be determined according to the 
values of statistically significant variables such 
as B, C1, C2 or D. Then, poverty rate of poverty 
level will be assigned as household’s poverty rate.

Step 8. Reporting and 
Database Registry

Then, final decision will be reported while ap-
plicants data registered to the social aid database.

Development of Poverty Maps

Sample data (obtained from survey sampling in 
Step 1) can be gathered in Urban/Rural, Geo-
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graphical Zones, Provinces, District or for more 
details in more little locations. In sampling reseach 
more detailed data can provide more reliable and 
accurate results. On the other hand, research cost 
forced to decreased the sample size. Therefore, 
there will be a trade off between cost and sample 
size. Hence, adequate statistical significancy and 
the budget will draw the framework. Therefore, 
we should make some analysis for decision mak-
ing on sub-locations. Because, sample reseach 
covers only limited locations according to the 
research design. As an example, a sample research 
on province level couldn’t provide information 
about district level. So, we should make analysis 
for determination of poverty level on districts. 
A general algorithm given below from country 
to district level can provide information about 
poverty level for all sub-locations.

In this study, social aid database will be used as 
primary data source for poverty map construction. 
In social aid database, all records have poverty 
level in personal details. In addition, all records 
have location information. Therefore, it is possible 
to identify a poverty level according to the records 
in database. On the other hand, database couldn’t 
in include records for all locations country wide 
or for all detailed locations. Assume that X1, X2, 
…, XN-1, XN determined as important variables 
for PL=1, 2, …, M different poverty levels and 
sample research was designed for country predic-
tion with S sample of size with d = A sensitivity. 
Therefore, it is possible to predict country level 
poverty with country wide distributed S samples. 
In addition, assume that there are i= 1, 2, …, I 
provinces and j= 1, 2, …, J districts in country 
where Zij denotes poverty level of the jth district 
of ith province. Zij will be computed via K-nearest 
neighbour analysis as

Zij = K-nearest neighbour i = 1 to I, j = 1 to J.

Then, Zij values will be registered to the 
social aid database. Hence, poverty maps can be 

provided list based with a little database query or 
in a visual nature with a GIS support.

Determination of Early Warning 
Indicators and signals for 
social Risk Mitigation

Statistically significant poverty variables, poverty 
levels, cut-points or interventions from one level 
to the another level, poverty rates or poverty risk 
rates has been determined according to the CHAID 
decision tree given Figure 3.

Statisticall significant variables can be identi-
fied as early warning indicators as well. In addition, 
values of the variables can be identified as risk 
signasl as well. Because, poverty related variables 
identified the household’s poverty level and it 
means variation in this values can be changed the 
poverty level. Therefore, cut points of statistically 
significant variables from one level to another 
level are drawing limit values between better or 
worst poverty level. Therefore, these cut points are 
obtaining early warning signals in transition from 
one poverty level to another poverty level. Then, 
risk signals for households (individuals) can be 
easily determined according to the poverty levels 
and values of statistically significant variables. On 
the other hand, CHAID decision tree will not be 
adequate for determination of geographical early 
warning signals. Poverty levels Zij in poverty 
map will be helped to seperate the geographical 
zeon form the others. Then, summarization will 
be realized in district level.

CONCLUsION

One of the popular sayings about globalisation 
is ‘Globalisation turns the world into a little vil-
lage’. It is possible to think that one of the big-
gest triggers of globalisation is improvement in 
Communication and Information Technologies. Of 
course, reflections of globalisation not only into 
tecnologies but almost every part of life and daily 
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life as well. Especially in last two decades, a lot 
of changes has been realized in every part of life 
and managerial approach of goverments as well 
until global financial crisis. Market economy rules 
sharpened, social policies and sharpened market 
economy effects on people ignored. As a result, 
every part of life restructured according to the 
profit-loss balance. This approach strethgened the 
financial markets, tools and derivatives while real 
sector tools got weakened. Finally, the financial 
bubble inflated and exploided. Then, global finan-
cial crisis occured in 2006 and is still influncing 
the financial markets, country economics, real 
economy, supply-demand balance, profit-loss 
balance and finally huge unemployment. Gov-
ernments has been thinking on to rehabilate the 
damages of financial crisis while trying to solve 
the effects of huge unemployment. Because, higher 
unemployment rate is one of the most important 
triggers of social risk. Of course, there are a lot 
faces of global financial crisis but this chapter 
dealt with social risk mitigation which has been 
ignored for developed countries but emerging and 
less-developed countries in globalization process.

In general social security and particularly so-
cial aid has been discussing since U.S. President 
Obama’s Health Reform proposal on September 
9, 2009. Because, this proposal includes health 
insurance whether afford it or not which is one of 
the main components of social aid. This proposal 
underlined the importance of social policies while 
still the effects of global financial crisis progress-
ing. Because, the limited resources decreasing 
day by day and its influence on the population 
increasing as a contradiction. Then the importance 
of the income distribution getting higger while 
the difference between poverty and the prosperity 
drawing the huge gaps. As a result social policies 
has been becoming day by day and of course with 
objective decision making processes. Therefore, 
the motivation of this chapter designed for the 
prevention of further effects of the financial crisis 
on the society and for usage of analytical methods 
in social policy making with objective, compa-

rable, transparent, well defined, measurable and 
fair indicators or norms instead of subjective ones.

In this chapter, new alternative targeting 
mechanism suggestion developed with system 
approach for poverty level detection and poverty 
map construction facility. It means that there are 
two main components of the System as

• Social aid fraud detection system which 
includes targeting mechanism for poverty 
level determination. Developed target-
ing mechanism in fraud detection system 
provides statistically significant variables 
which effect poverty level in an order of 
importance level. As a property of CHAID 
decision algorithm, all different subsets 
of the same variable unhidding accord-
ing to their importance level. Therefore, 
limit values are obtaining as cut points for 
different poverty levels. These cut points 
provide early warning signals in the transi-
tion from one poverty level to the another 
one. It means, system can discriminate and 
select the suitable ones in social aid ap-
plications. Thefore, inproper applications 
can detect as misuse or fraud. As a result 
a fraud detection system developed for so-
cial applications which gives early warn-
ing signals in inproper applications.

• Poverty map construction facility which 
provides location specific poverty deter-
mination for regional poverty mitigation 
policy making for social risk mitigation. 
Therefore, it makes possible risk reduction 
according to geographical locations.

This chapter provides fraud detection system 
suggestion with early warning property and pov-
erty map construction facility. Further studies will 
be included application of the system with real 
data or hypothetic data. It is believe in that this 
chapter will be triggered usage of data mining and 
other business intelligence methods in poverty and 
other social studies for objective results.
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KEY TERMs AND DEFINITIONs

Data Mining: Collection of evolved statistical 
analysis, machine learning and pattern recognition 
methods via intelligent algorithms which are using 
for automated uncovering and extraction process 
of hidden predictional information, patterns, rela-
tions, similarities or dissimilarities in (huge) data.

CHAID (CHi-Square Automatic Interaction 
Detector): One of the most popular and updated 
decision tree algorithm in data mining methods 
which is using for segmentation and it uses Chi-
square metric as its name implies.

K-Nearest Neighbour: One of the classical, 
memory based classification method of new object 
which doesn’t need a model for fitting in data 
mining methods collection.

Early Warning System (EWS): A system 
which is using for predicting the success level, 
probable anomalies and is reducing crisis risk of 
cases, affairs transactions, systems, phenomenons, 
firms and people. Furthermore, their current 
situations and probable risks can be identified 
quantitatively.

Early Warning Signals: Signals produced 
in probable risky situations by an early warning 
system.

Fraud Detection System: A system detects 
probable misuse or fraud in any application 
domain.

Social Risk: Probable anomaly in society in 
different scales from protest meetings to social 
explosions and the worst case for social risk can 
be identified as looting or fighting between poor 
and non-poor ones.

Social Aid: According to the local measures 
lack of afford of living costs belongs to his/her 
and based deprivation detection and control and 
aim to make those ones self – sufficient with tem-
porary or continously, systematic and regularly 
complimentary aids.

Targeting Mechanism: Specific definition for 
determination of the ones in need for social aid. 
The aim of the targeting models is discovering 
the poor households (individuals) in a accurate 
and efficient way.

Poverty Map: Spatial representation and 
analysis of indicators of human well being and 
poverty within a region.
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AbsTRACT

Thanks to fast technology advancement of micro-electronics, wired/wireless networks and computer 
computations in past few years, the development of intelligent, versatile and complicated video-based 
surveillance systems has been very active in both research and industry to effectively enhance safety 
and security. In this chapter, the authors first introduce the generations of video surveillance systems 
and their applications in potential risk and crime detection. For effectively supporting early warning 
system of potential risk and crime (which is load-heavy and time-critical), both collaborative video 
surveillance and distributed visual data mining are necessary. Moreover, as the surveillance video and 
data for safety and security are very important for all kinds of risk and crime detection, the system is 
required not only to data protection of the message transmission over Internet, but also to further provide 
reliable transmission to preserve the visual quality-of-service (QoS). As cloud computing, users do not 
need to own the physical infrastructure, platform, or software. They consume resources as a service, 
where Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), Software-as-a-Service (SaaS), 
and pay only for resources that they use. Therefore, the design and implementation of an effective com-
munication model is very important to this application system.
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INTRODUCTION

In the past few years, the application studies of 
intelligent and versatile video camera were very 
active in both research and industry due to the fast 
advancement of micro-electronics, communica-
tion networks and computer vision technologies. 
Now, video surveillance systems have played an 
important role in the early warning of potential risk 
(such as fire accident, flood disaster, and debris 
flow) and potential crime (such as a man to tail 
after an old woman or to spy on a bank truck) to 
protect lives and properties.

In this chapter, we introduce the generations 
of video surveillance systems and their applica-
tions in the potential risk and crime detection. 
For supporting these load-heavy and time-critical 
applications, a system with collaborative video 
surveillance and distributed visual data mining 
would be necessary. The concept of collaborative 
video surveillance was first presented in (Wang, et 
al., 2003). Start from the collaborative commerce 
based on Internet Web-based information system 
for providing users ubiquitous video surveillance 
services. We treat the surveillance data and service 
as a kind of digitized product in E-marketplaces.

By collaborating different surveillance data 
with different value-added services, diverse appli-
cations for the early warning of potential risk and 
crime can be provided. Notably, these value-added 
services are distributed and may require visual 
data mining techniques (Simoff, et al., 2008). 
In this chapter, the design and implementation 
of an effective communication model to support 
collaborative video surveillance are introduced. 
As the visual mining data for safety and security 
is very important for all kinds of risk and crime 
detection, our system will protect the surveillance 
information transmission on public and prevalent 
Internet by Diffie-Hellman key exchange algo-
rithm and AES encryption (Wang, Li, Liao, 2007; 
FIPS-197). Moreover, open-loop error control of 
forward erasure correction (FEC) is applied for 

reliable transmission of live surveillance video to 
preserve the perceptual quality.

The main objectives of this chapter are to 
illustrate a framework for effective detection of 
potential risk and crime via visual data mining of 
real-time surveillance videos and then to describe 
the development of this early warning system 
(EWS) using related information technologies.

bACKGROUND

Video surveillance services have been active for 
decades to protect lives and properties of individu-
als, enterprises and governments such as homeland 
security, office-building security and traffic sur-
veillance on highways. Video surveillance systems 
have evolved to the third generation (Fong & 
Hui, 2001; Liang & Yu, 2001; Marcenaro, et al., 
2001). In the third-generation systems as shown in 
Figure 1, all applied devices and technologies are 
digital. The digital camera can further compress 
the video data to save the bandwidth for provid-
ing users ubiquitous video surveillance services 
through the prevalent Internet (Ho, et al., 2000). 
Therefore, we can aggregate different surveillance 
information from different cameras to provide 
users more value-added surveillance services 
(Fong & Hui, 2001; Liang & Yu, 2001; Juang & 
Chang, 2007) such as fire accident, flood disaster, 
and debris flow. More details are presented later 
in this book chapter.

The major advantage from the third-generation 
surveillance systems over previous generations 
is their highly increasing functionalities in video 
surveillance services. For example, by collaborat-
ing with distributed visual data mining functions 
that support by different service nodes, we can 
create new and diverse “digitized products (ser-
vices)” for supporting different applications. For 
example, by applying services such as face-rec-
ognition, moving object tracking, abandoned 
object identification and emerging data mining 
technologies (OpenIVS, 2009; Xie, et al., 2006) 
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as shown in Figure 2, an early warning system 
(EWS) can be constructed to find out if there is 
a man who is tailing after an old woman or spying 

on a bank truck. We can also apply the same 
services to construct security systems, intelligent 

Figure 1. Basic architecture of the third generation surveillance systems

Figure 2. Architecture example for collaborative commerce of distributed surveillance services
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transportation systems (ITS) and biometric sys-
tems in airports, parking lots and offices.

In Figure 2, users who request the surveillance 
services are on top of the architecture. Diversified 
surveillance services are put on the bottom of the 
architecture including the live/stored surveillance 
video streaming service and the motion detection 
service. For supporting ubiquitous surveillance 
services in the middle of the architecture, we must 
collaborate with the ISP (Internet Service Pro-
vider) networks (i.e. B2B E-commerce) to send 
messages to the subscribed users (i.e. B2C E-
commerce) through their PSTN phones, fax 
machines, cellular or VoIP phones. By collaborat-
ing the media streaming service, users can watch 
live/recorded surveillance videos immediately 
through wired/wireless Web-devices connected 
to Internet (Bao & Liao, 2005; RFC-3489). The 
proposed architecture of customary service is 
illustrated in Figure 3.

To reduce network workload, we apply mul-
ticast communication for the surveillance video 
delivery. Furthermore, an effect and efficient mo-
tion detection method is proposed to reduce re-
dundant traffic and storage. By the proposed ar-
chitecture, users may apply further the services 
from other video/image processing and/or mining 
techniques shown in Figure 4 to identify the mo-
tion objects while an alarm is set to reduce the 
redundant processing overhead. Our proposed 
schemes can help the system remit the performance 
penalty from network congestion from Internet. 
Therefore, our system architecture is more suitable 
for collaborating with those experts, which have 
the domain expertise on the delicate video/image 
processing/mining techniques to provide value-
added services in E-marketplaces on the Internet.

Our proposed communication model for col-
laborative video surveillance and distributed vi-
sual data mining can provide effective architecture 

Figure 3. Proposed core service architecture for ubiquitous video surveillance over Internet
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of EWS for the detection of risk in security, 
criminal and other related social disciplines.

CVs-DVDM OF POTENTIAL RIsK 
AND CRIME DETECTION

CVS-DVDM is abbreviation of “collaborative 
video surveillance for distributed visual data min-
ing”. CVS-DVDM is used to provide an effective 
early warning system of not only the potential 
risks (e.g. fire accident, flood disaster, and debris 
flow), but also the crime detections such as a 
main tails behind an old lady, or a man spies on 
a bank truck). CVS-DVDM is the main focus of 
this chapter and details of issues and solutions are 
presented in the following.

Generations of Video 
surveillance and Issues

Video surveillance services are active for decades 
to protect lives and properties of individuals, 

enterprises and governments such as homeland 
security, office-building security, airport security, 
traffic surveillance on highways, and etc. Due to 
the technology advancements in digital media 
compression, computer computation and wired/
wireless communications, video surveillance is 
evolved to the third-generation surveillance sys-
tem (Fong & Hui, 2001) with digital camera to 
deliver bandwidth-saving compressed-video over 
computer networks and distribution of intelligence 
among network nodes connected by heterogeneous 
communication.

In the first-generation surveillance system, 
they applied analog devices and technologies 
throughout all system. Analog video (CCTV, 
closed-circuit television) camera captured the 
observed scene and transmitted the video signal 
via analog communication cables to specific 
locations. The second-generation surveillance 
systems began to apply digital technologies in 
some back-end components, such as automatic 
event detection and alarm generation via real-time 
processing of digital video data.

Figure 4. Architecture of value-added services invoked by motion detection in surveillance video
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In third-generation surveillance systems as 
shown in Figure 1, the digital camera can further 
compress the video data to save the bandwidth 
for applied communication networks. The major 
advantage from third-generation surveillance 
systems over previous generations is highly in-
creasing functionality in diversified video surveil-
lance services, such as aggregating surveillance 
information from different cameras to provide 
users value-added surveillance services (Fong & 
Hui, 2001), extracting different information from 
a surveillance video of single camera (Liang & 
Yu, 2001; Xie, et al., 2006) through techniques 
of image processing and computer vision, and 
providing users ubiquitous video surveillance 
(UVS) services (OpenIVS, 2009) through the 
prevalent wired/wireless Internet access.

Nowadays, the installation number of third-
generation surveillance systems has been tremen-
dously more increasing than ever via individuals, 
communities, organizations, companies and 
government. However, most of these widely-
deployed video surveillance systems provide their 
users some intelligent surveillance services via 
client-server architecture over IP networks. It’s 
well-known that delivering surveillance videos 
in client-server network architecture will incur 
service bottleneck at server side due to resource 
consumption of network bandwidth and comput-
ing power. Meanwhile, another scalability issue 
of further creating new diversified video surveil-
lance services among existent video surveillance 
systems will also come from the client-server 
architecture.

IP multicast is a one-to-many protocol, origi-
nally designed for multimedia conferencing and 
very suitable for multiple accessing applications 
for multimedia data such as scalable video sur-
veillance services. Different with IP unicast, IP 
multicast serves only single traffic no matter how 
many clients sending their requests. IP multicast 
is very useful for large-scale real-time network 
applications for single data source. However, in 
order to avoid service abuse and malicious attack 

of flooding traffic, Internet Service Providers 
(ISP) usually disable multicast forwarding ability 
on routers. Thus, IP multicast data cannot pass 
through the Internet and Internet becomes IP 
multicast islands.

Thus, Multicast Backbone (MBone) arises as a 
virtual network for connecting IP multicast islands 
over Internet. On each of these islands, there is a 
host running an IP multicast routing demon and 
these islands are connected with one another via 
IP unicast tunnels. The idea of MBone is applied 
further to construct the application-layer multi-
cast (ALM) for CVS-DVDM to perform EWS of 
potential risk and crime detection.

Collaborative Video surveillance 
(CVs) and Applications

To effectively collaborate the isolated video 
surveillance systems in different generations 
for producing more diversified value-added ap-
plications, not only the ALM overlay network is 
required for CVS in large scale on Internet, but 
also some subsystem components are needed to 
provide interoperability within different gen-
erations of video surveillance. These subsystem 
components were proposed and called “customary 
video surveillance services”. Besides, the ALM 
overlay network is composed of two types of 
forwarding agents to achieve ubiquitous and reli-
able video surveillance services. The architectures 
of ALM overlay network and customary video 
surveillance services for CVS are presented in 
details as follows.

ALM Overlay Network

Multicast agent (MA) and super agent (SA) are the 
two types of forwarding agent for CVS. Basically, 
they are used to internet connect multicast islands 
to help CVS to achieve collaboration from dif-
ferent video surveillance services. An operational 
example of MA is shown in Figure 5. There is a 
MA located in subnet A, which can be denoted 



200

Collaborative Video Surveillance for Distributed Visual Data Mining of Potential Risk and Crime Detection

as sMA (source MA), and sMA is responsible 
to receive the multicast video from surveillance 
camera and then forwarding it to other MAs, said 
destination MAs (dMA), in different subnets (e.g. 
subnets B, C, D and E). Then, the subscriber can 
have the live surveillance video via MA.

However, since the NAT technology (RFC 
3489) has been widely used to provide the Inter-
net access from private networks. In proposed 
CVS, for example, a sMA located behind a NAT 
device is not possible to receive CVS service 
requests to deliver its outbound surveillance 
video. Thus, the super agent (SA) located in 
public network helps CVS to achieve ubiquity to 
forward surveillance videos from the sMAs lo-
cated in private networks, no matter the dMAs 
are located in either public or private networks. 
That’s to say, SA serves as a public proxy to solve 
this NAT traversal problem for CVS.

Besides, the reason why SA is called “super” 
agent is that it has to not only maintain the ad-
ministrative information of MAs such as their 

configuration and inbound/outbound connections 
with other MAs, but also provide the mapping 
information between video surveillance spot and 
sMA, which the dMA can directly connect to for 
its local CVS subscriber receiving surveillance 
videos. SA also serves as an oracle to effectively 
response all kinds of service requests.

Customary Video Surveillance Services

Customary video surveillance services are basic 
video surveillance services with consideration of 
scalability and reliability. They are provided by 3 
kinds of different subsystems: Compressed Video 
Pumping Server (CVPS), Video Recording and 
Querying Server (VRQS), Web Browsing Viewer 
and Manager (WBVM). These subsystems are 
listed and summarized as follows (see Figure 6):

CVPS:

• Compress the captured video from surveil-
lance camera, which is not smart camera.

Figure 5. Framework of collaborative video surveillance
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• Attach FEC packets to compressed video 
packets to achieve reliable video streaming 
service over Internet.

• Then multicast video packets with FEC 
packets to Internet to achieve scalable and 
reliable CVS service.

VRQS:

• Record surveillance videos to storage.
• Provide query interfaces for reviewing 

stored surveillance videos

WBVM:

• Provide users’ interfaces to view surveil-
lance videos of either live or stored data.

• Provide administration functions within 
above-mentioned subsystems and agents, 

such as the settings of CVPS, the informa-
tion of SA and the mapping information 
between a CVPS and its MA.

As the results from applying both ALM overlay 
network and customary video surveillance ser-
vice to effectively collaborate video surveillance 
services, four kinds of video surveillance service 
disciplines are extended and categorized from 
proposed CVS framework as shown in Figure 5. 
The first service discipline is “a single service 
comprises a single camera” (Single Service Single 
Camera, SSSC). Most of current video surveil-
lance service belongs to SSSC. The second service 
discipline is “a single service comprises multiple 
cameras” (Single Service Multiple Cameras, 
SSMC). Tracking a vehicle between succeeding 
smart cameras in a tunnel can be categorized 
into SSMC.

Figure 6. Customary video surveillance services in UVS subnets
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The third service discipline is while applying 
the idea of information sharing: each camera can 
share its captured image with multiple services. 
This leads to “multiple services comprised a 
single camera” (Multiple Services Single Camera, 
MSSC). The fourth service discipline is “multiple 
services comprised multiple cameras” (Multiple 
Services Multiple Cameras, MSMC). Since there 
are multiple services composed by a single or 
multiple cameras, at the point of view of cameras, 
captured surveillance video will be distributed 
over more than one processing centers for further 
surveillance information extraction.

For example, in airport security system, we 
need to do face recognition and dangerous object 
recognition from a single camera or more than one 
cameras located in airport. These processes for 
one or more images are very complicated not only 
because the varying objects we have to recognize 
in a complex scene, but also the objects should 
be processed in real-time to immediately find out 
the potential risks and detected crimes. Thus, the 
proposed distributed processing architecture of 
CVS model as shown in Figure 5 can effectively 
provide all kinds of service disciplines listed above 
for EWS of potential risk and crime detection.

Besides, as the applications of video surveil-
lance service are growing than ever, value-added 
and diversified collaborative video surveillance 
(CVS) services can be produced by integrating 
with other full-fledged applications on Internet 
without the loading over the popular surveillance 
spots.

Detection of Potential Risk 
and Crime Using DVDM

Video surveillance usually consists of collecting, 
analyzing and summarizing video information 
about particular surveillance spots like highways, 
parking lots, building, malls, retail stores, offices, 
homes and etc. We can apply diversified video 
surveillance services to protect assets and to detect 
potential risk events and crimes. Furthermore, 

valuable insights can be obtained from video data 
mining that applies video processing techniques 
to find out visual cues or events.

Petrushin & Khan (2006) state that objec-
tives of surveillance video data mining include 
the detection and recognition of object or event, 
activity summarization and real-time monitoring. 
These objectives acquire sophisticated, complex 
and time-consuming image/video processing 
techniques such as various objects’ tracking and 
detections (Beynon, et al., 2003; Venetianer, et al., 
2007). However, our proposed CVS architecture 
over Internet can provide backbone for DVDM 
to speed up the detection of potential risk and 
crime. The DVDM applied on CVS is introduced 
as follows:

DVDM for Effective Detection of 
Potential Risk and Crime Detection

Due to ubiquitous access of prevalent Internet, the 
applied ALM overlay network for surveillance 
video delivery can help to achieve surveillance 
video in scalability without constrains of the 
numbers of users, cameras and services. While a 
surveillance task, which applied above-mentioned 
models of SSSC, SSMC, MSSC and MSMC, can 
be decomposed into isolated service agents for 
independent DVDM jobs, CVS architecture can 
easily distribute surveillance video data to these 
service agents to complete their mining jobs in 
parallelism. Moreover, if a job can be split into in-
dependent processes, these independent processes 
are also feasible to be parallelism in our proposed 
CVS to speed up the time-constrained EWS for 
effective detection of potential risk and crime.

FUTURE REsEARCH DIRECTIONs

In this chapter, a framework of collaborative 
video surveillance is presented for distributed 
visual data mining. It can effectively detect the 
potential risk and crime in early warning system 
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to protect people’s assets in an active way. For 
applying on prevalent and public Internet with 
heterogeneous networks via wired and wireless 
access links, this framework has to consider issues 
of ubiquity, security, reliability and stability. The 
primary solutions for ubiquity, security, scalabil-
ity and reliability of CVS-DVDM are presented. 
However, while a popular MA has to relay large 
video traffic to many other Mas in the proposed 
CVS-DVDM, the overloading issue of ALM ap-
plied is not considered in this chapter. Because 
load balancing issue was an active research in 
real-time media streaming through multicast 
overlay network, CVS-DVDM may apply previ-
ous load-balancing schemes to achieve both of 
service qualities in scalability and stability.

CONCLUsION

In this chapter, an architecture of collaborative 
video surveillance for distributed visual data 
mining of potential risk and crime detection has 
been presented. The proposed architecture has 
the ability to efficiently integrate independent 
surveillance systems that locate in public or private 
networks. Besides, security issue is considered in 
the proposed architecture. In the future, we are 
going to extend multicast agent with support of 
load sharing, to efficiently reduce loading to a 
popular sMA and its network.
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KEY TERMs AND DEFINITIONs

Early Warning System: Integration of infor-
mation to allows us to detect and rectify potential 
problems at an early stage.

Collaborative Video Surveillance: Treatment 
of each surveillance data or function as a digitial 
product in collaborative commerce to provide 
users different video surveillance services.

Visual Data Mining: Integration of the 
techniques of visual and data mining to use data 
mining techniques for visual data or to use visual 
techniques in data mining.

Cloud Computing: A new supplement, con-
sumption and delivery model for Internet-based 
computer services.
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INTRODUCTION

Fraud is a billion dollar business, as several research 
studies reveal. Among them are important surveys 
by the Association of Certified Fraud Examiners 
(ACFE, 2008) and PriceWaterhouse&Coopers 
(PwC, 2007). These reports demonstrate the 
magnitude of fraud that companies must deal 

with today. Economic crime, or corporate fraud, is 
generally speaking to be divided in internal fraud 
(fraud from within the company), and external 
fraud (fraud from outside targeting the company). 
At the Background section, a complete classifica-
tion overview is provided, along with some fraud 
theories and some numbers.

At the same breath as fraud, data mining is 
often called, whether it is relevant or not. However, 
to link fraud to data mining, a lot of questions 

AbsTRACT

Economic crime is a billion dollar business and is substantially present in our current society. Both 
researchers and practitioners have gone into this problem by looking for ways of fraud mitigation. 
Data mining is often called in this context. In this chapter, the application of data mining in the field of 
economic crime, or corporate fraud, is discussed. The classification external versus internal fraud is 
explained and the major types of fraud within these classifications will be given. Aside from explaining 
these classifications, some numbers and statistics are provided. After this thorough introduction into 
fraud, an academic literature review concerning data mining in combination with fraud is given, along 
with the current solutions for corporate fraud in business practice. At the end, a current state of data 
mining applications within the field of economic crime, both in the academic world and in business 
practice, is given.
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raise to the surface. About which kind of fraud 
are we talking? Is it internal or external fraud? 
Are all kinds of fraud to be linked with data min-
ing? And if so, what data mining technique are 
we talking about? And equally important, what 
kind of data is used? And what is the purpose of 
the data mining? Is the aim to detect fraud, or to 
prevent fraud, or both? To have a clear overview 
of the current state of data mining in relation to 
economic crime, we look at all these aspects, to 
end with an unmistakable summary of current 
data mining applications for fraud mitigation. We 
refer to Jans, et al. (2009) as the original source 
of the following thoughts.

bACKGROUND

What is Economic Crime?

There are many definitions of fraud, depending on 
the point of view considering. According to The 
American Heritage Dictionary, (Third Edition), 
fraud is defined as “a deception deliberately prac-
ticed in order to secure unfair or unlawful gain” 
(p.722). We can conclude that fraud is deception. 
Whatever industry the fraud is situated in or 
whatever kind of fraud you visualize, deception 
is always the core of fraud.

In a nutshell, Davia, et al. (2000) summarize: 
“Fraud always involves one or more persons 
who, with intent, act secretly to deprive another 
of something of value, for their own enrichment”. 
Also Wells (2005) stresses deception as the linch-
pin to fraud.

Corporate Fraud Classification

The most prominent classification in fraud is 
corporate versus non-corporate fraud. Corporate 
fraud is fraud in an organizational setting, whereas 
non-corporate fraud encompasses all remaining 
frauds. For instance, a citizen cheating with his 
income taxes is certainly fraud, but is no part 

of corporate fraud. Economic crime is equal to 
corporate fraud. Accordingly, an overview of 
corporate fraud classifications is given.

Within corporate fraud, the most important 
distinction is Bologna & Lindquist (1995)’s in-
ternal versus external fraud classification. This 
classification is based on whether the perpetrator is 
internal or external to the victim company. Frauds 
committed by vendors, suppliers or contractors 
are examples of external fraud, while an employee 
stealing from the company or a manager cooking 
the books are examples of internal fraud. What is 
seen as internal fraud, following this definition, 
is in fact the same as ‘occupational fraud and 
abuse’; the type of fraud the ACFE investigates 
in their Reports to the Nation.

In their 2008 Report to the Nation on Oc-
cupational Fraud and Abuse, the ACFE defines 
this type of economic crime as: “The use of one’s 
occupation for personal enrichment through the de-
liberate misuse or misapplication of the employing 
organization’s resources or assets” (ACFE, 2008). 
This definition encompasses a wide variety of 
conduct by executives, employees, managers, and 
principals of organizations. Violations can range 
from asset misappropriation, fraudulent statements 
and corruption over pilferage and petty theft, false 
overtime, using company property for personal 
benefit to payroll and sick time abuses (Wells, 
2005). Although this type of fraud encompasses 
many kinds of irregularities, notice that it only 
covers internal corporate fraud. For example, fraud 
against the government (non-corporate fraud) and 
fraud perpetrated by customers (external corpo-
rate fraud) are not included. Since one has to be 
internal to a company and abuse its occupation to 
commit internal fraud, we put internal fraud and 
occupational fraud and abuse as equivalents. A 
combination of internal and external fraud can 
also occur, for example when an employee col-
laborates with a supplier to deprive the company. 
This is however categorized under occupational 
fraud and abuse as corruption.
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Corruption is one of the three categories the 
ACFE distinguishes within internal fraud: asset 
misappropriation, corruption, and financial state-
ment fraud. However, there are numerous other 
ways of classifying fraud. Bologna & Lindquist 
(1995) mentioned in their first edition of Fraud 
Auditing and Forensic Accounting, in addition 
to other classifications, statement fraud versus 
transaction fraud. The authors define statement 
fraud as “the intentional misstatement of certain 
financial values to enhance the appearance of 
profitability and deceive shareholders or creditors” 
(Bologna & Lindquist, 1995). Transaction fraud 
on the other hand is intended to embezzle or steal 
organizational assets. According to these defini-
tions, we can classify ACFE’s financial statement 
fraud as statement fraud and ACFE’s corruption 
and asset misappropriation as transaction fraud. 
Davia, et al. (2000) distinguish two related types 
of fraud: financial statement balance fraud and 
asset-theft fraud. The authors state that the main 
difference between the former and the latter is 
that there is no theft of assets involved in financial 
statement balance fraud. Well-known examples 
of this type of fraud are Enron and WorldCom. 
We see this classification (financial statement bal-
ance fraud vs. asset-theft fraud) as an equivalent 
of Bologna & Lindquist (1995)’s statement and 
transaction fraud.

Singleton, et al. (2006) give more classifica-
tions of fraud - all classifying corporate fraud. A 
first classification is fraud for versus against the 
company. The former contains frauds intended 
to benefit the organizational entity, while the lat-
ter encompasses frauds that intend to harm the 
entity. Examples of fraud for the company are 
price fixing, corporate tax evasion and violations 
of environmental laws. While these frauds are in 
the benefit of the company at first, in the end the 
personal enrichment stemming from these frauds 
are the real incentives. Frauds against the company 
are only intended to benefit the perpetrator, like 
embezzlement or theft of corporate assets. Pay 
attention to the fact that not all frauds fit conve-

niently into this schema, for example arson for 
profit, planned bankruptcy and fraudulent insur-
ance claims. These frauds may also fall partly 
under external fraud (in case of the fraudulent 
insurance claims).

Another distinction Singleton, et al. (2006) 
refers to is management versus non-management 
fraud, also a classification based on the perpetra-
tor’s characteristics. These different classifications 
all present another dimension and can display some 
overlap. In Figure 1 the overview by Jans, et al. 
(2009) of how to see the different classifications 
and their relations to each other is depicted. Some 
assumptions are made and explained below.

Because the focus of this chapter is economic 
crime, alias corporate fraud, this overview is ac-
cordingly limited to corporate fraud classifica-
tions. The most prominent distinction is the in-
ternal versus external fraud, since all other 
classifications are situated within internal fraud. 
As already pointed out, occupational fraud and 
abuse is seen as an equivalent of internal fraud. 
Figure 1 also shows that all classifications left, 
apply only to corporate fraud. This explains why 
all are embedded in internal fraud. Only fraud 
against the company has a common field with 
external fraud. The rectangle of fraud against the 
company is open at the bottom, pointing that all 
external corporate frauds are a form of fraud 
against the company. The reasoning is that some-
one external to the company would not benefit 
from any type of fraud committed for the com-
pany, and consequently commits always fraud 
against the company.

Within internal fraud, three different classifi-
cations are incorporated. As a start, a distinction 
between statement fraud and transaction fraud 
(including ACFE’s corruption and asset mis-
appropriation) is made, respectively financial 
statement balance fraud and asset-theft fraud in 
terms of Davia, et al. (2000). A second distinc-
tion is based upon the occupation level of the 
fraudulent employee: management versus non-
management fraud. It is assumed that managers 
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can commit both statement and transaction fraud, 
yet non-management is in this view restricted to 
transaction fraud only. The last classification in 
this overview is fraud for versus fraud against 
the company. Although fraud for the company 
does not necessarily need to be statement fraud, 
an overlap is realistic. Another assumption is 
made with the classification for versus against. 
Contrary to fraud against the company, only 
managers are believed to be in an advantageous 
position to commit fraud for the company, hence 
the overlap with only management fraud. This is 
in contrast to fraud against the company, which 
is believed to be committed by both managers 
and non-managers. A last assumption is made 
concerning the nature of statement fraud. All 
statement fraud is assumed to be committed to 
improve the company’s appearance and never to 
harm the company. Accordingly, statement fraud 
is assumed to always be profiled as fraud for the 
company, never against the company (Jans, et 
al., 2009).

Cost of Fraud: some Numbers

Several research studies on economic crime 
report shocking numbers. Concerning internal 
fraud, two elaborate surveys, one conducted in 
the United States by the ACFE (ACFE, 2008), 
and one worldwide by Pricewaterhouse&Coopers 
(PwC, 2007), yield the following information 
about corporate fraud:

The ACFE study conducted in 2007-2008 in the 
United States reported that company’s estimate a 
loss of seven percent of annual revenues to fraud. 
Applied to the US$ 14,196 billion of United States 
estimated Gross Domestic Product in 2008, this 
would translate to approximately US$ 994 bil-
lion in fraud losses for the United States. The 
PwC worldwide study revealed that 43 percent 
of the companies surveyed had fallen victim to 
economic crime in the years 2006 and 2007. The 
average financial damage to these companies was 
US$ 2.42 million per company over two years.

These numbers all concern internal fraud. There 
are however also large costs from external fraud. 

Figure 1. Corporate fraud classification overview (Adapted fromJans, et al. (2009))
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Four important domains afflicted by fraud are 
regularly discussed: telecommunications, auto-
mobile insurance, health care and credit cards. On 
these domains, we found the following numbers:

Globally, telecommunications fraud is esti-
mated at about US$ 55 billion (Abidogum, 2005). 
For the second domain, the automobile insurance 
fraud problem, Brockett, et al. (1998) cited already 
in 1998 an estimation of the National Insurance 
Crime Bureau (NICB) that the annual cost in the 
United States is US$ 20 billion. At the website of 
the NICB nowadays we read: “Insurance industry 
studies indicate 10 percent or more of property/
casualty insurance claims are fraudulent” (NICB, 
2009). Concerning health care insurance claims 
fraud, the United States National Health Care 
Anti-Fraud Association (NHCAA) estimates 
conservatively that of the nation’s annual health 
care outlay, at least 3 percent is lost to outright 
fraud. This is $68 billion. Other estimates by 
government and law enforcement agencies place 
the loss as high as 10 percent or US$ 170 billion 
(NHCAA, 2009). Concerning the fourth domain, 
credit card fraud, Bolton & Hand (2002) cite es-
timates of US$ 10 billion losses worldwide for 
Visa/Mastercard only.

Prevention Versus Detection

When discussing data mining in a context of 
economic crime, there is another clarification to 
be made, apart from what type of fraud we are 
dealing with. Whether data mining is used for 
fraud prevention or fraud detection is an impor-
tant distinction. When making a statement about 
data mining and fraud mitigation at the end of 
this chapter, we take this distinction into account.

Bologna & Lindquist (1995) state that preven-
tion should take precedence over detection. The 
authors mean by fraud prevention creating a work 
environment that values honesty. This includes 
hiring honest people, paying them competitively, 
treating them fairly, and providing a safe and 
secure workplace. In the Accountant’s Guide to 

Fraud Detection and Control, Davia, et al. (2000) 
state that it is management’s responsibility to al-
locate resources and emphasis to fraud-specific 
internal controls and to proactive fraud-specific 
examinations. These approaches are examples of 
prevention on one hand and detection on the other. 
The authors point out that it is a mistake to think 
in terms of one versus the other. Strong internal 
controls as fraud prevention are very important, 
but they are best reinforced by following fraud-
specific examinations.

By the way Bologna & Lindquist (1995) and 
Davia, et al. (2000) describe the combination of 
fraud prevention and detection, a general descrip-
tion of risk management is given. This confirms 
why both detection and prevention are important 
to include in our summary about data mining and 
economic crime risk management.

APPLICATION OF DATA 
MINING FOR ECONOMIC 
CRIME RIsK MANAGEMENT

Issues, Controversies, Problems

Employing data mining for the goal of fraud 
detection poses extra challenges as opposed to 
standard data mining tasks. Paass, et al. (2007) 
summarize these challenges. In fraud detection 
one has to deal with a highly skewed distribution 
of the defrauded transactions within the popula-
tion as opposed to the legitimate transactions. 
The percentage of fraud cases is always very low 
and fraud is, fortunately, the exception to the rule. 
A second characteristic of fraud research is that 
labeled data is sparse. Based on the quantity of 
conducted research on supervised data, labeled 
data is apparently easier to access in cases of 
external fraud, or financial statement fraud. (see 
table below) A third characteristic is the issue of 
false negatives that can be included in training 
data as ‘non-fraudulent’ instead of ‘fraudulent’. 
Paass, et al. (2007) also mention trivial rules as 
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typical to fraud detection, hereby referring to 
rules to discover only known fraud schemes. 
The last two characteristics are concept drift and 
interpretability. Concept drift refers to the adaptive 
behavior of frauds, being able to respond to new 
legislation and new detection methods. Fawcett & 
Provost (1997) amongst others paid particularly 
attention to this characteristic in their study, but 
still is concept drift a research topic that needs to 
be much further explored in Adaptive Information 
Systems. The last characteristic of interpretability 
points to the limitation to data mining techniques 
that allow the researcher to interpret the outputted 
rules in order to decide whether the new pattern 
discovered actually describes fraud or not.

We wish to make up a balance about the use 
of data mining for economic crime risk manage-
ment. Before we can perform this exercise, several 
aspects have to be taken into account. One issue 
is already addressed: there are several forms of 
fraud, such as there are internal and external kinds 
of fraud. This distinction is important to make, 
because we find a discrepancy in the use of data 
mining in these two domains of economic crime. 
The underlying reason for this deviation is the 
type of input data available, forming the basis 
for data mining.

Based on the input data, there are two categories 
of learning: supervised and unsupervised learn-
ing. In supervised learning, the class to be learned 
is present in the data set. In the fraud detection 
problem, this translates in a data set containing 
examples of both fraudulent and legitimate re-
cords. This means that all the records available are 
labeled as ’fraudulent’ or ’non-fraudulent’. After 
building a model using these training data, new 
cases can be classified as fraudulent or legitimate. 
Of course, one needs to be confident about the true 
classes of the training data, as this is the founda-
tion of the model. This problem of false negatives 
is explicitly addressed in a study of Artis, et al. 
(2002). Another practical issue that is related to 
the classification supervised versus unsupervised 
is the availability of labeled data, which is often 

minimized unjustly. Furthermore, this method 
is only able to detect frauds of a type which has 
previously occurred. In contrast, unsupervised 
methods don’t make use of labeled records. These 
methods seek for accounts, customers, suppliers, 
etc. that behave ’unusual’. The issue is that in 
cases of internal fraud, one often has no access 
to a supervised data set to learn from, while in 
cases of external fraud, such data sets are easier 
to build. This difference will be reflected in the 
current way of managing economic crime risk in 
the domain of external fraud and the domain of 
internal fraud, as will become clear later in this 
chapter.

Aside from dividing data in the groups super-
vised versus unsupervised, there is yet another 
dimension to make. The field of data mining 
encompasses many techniques, like K-means clus-
tering, decision trees, neural networks etc. These 
techniques serve different tasks, like for example 
classification, clustering, and anomaly detection. 
Mainly, data mining tasks can be divided in two 
subgroups: predictive tasks and descriptive tasks. 
With predictive tasks, the objective is to predict the 
value of one attribute, based on the values of other 
attributes. This is what classification techniques 
pursue. Predictive tasks make a prediction for 
every observation. In this context, the prediction 
will be about the fraudulent or legal character of a 
case. Descriptive tasks however, do not pronounce 
upon every observation, but describe the data set 
as a whole. It aims to describe the underlying rela-
tionships in the data set. Examples of descriptive 
tasks are pattern recognition, anomaly detection, 
and correlations. (Tan, et al., 2006; Jans, et al., 
2009) Because of the great difference in output, 
we will take into account which task is served, 
when making statements about the use of data 
mining for risk management.

In the next sections of ‘Solutions and Recom-
mendations’ the applicability of data mining in 
terms of mitigating economic crime is reviewed. 
We take into account whether or not data mining 
is currently used, whether this is only in a theo-
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retical phase, or also implemented in research, 
whether the applicability of data mining is in the 
academic field, or in business practice, whether 
fraud detection or fraud prevention is the aim, and 
what kind of data mining task is used. To make 
statements about this topic, we have to look both 
at business practice and at academic research, 
because those fields unfortunately not always 
operate on the same level. We start with solutions 
and recommendations on the problem of economic 
crime from a practitioner’s perspective, and turn 
later to the solutions and recommendations from 
an academic perspective. We end with a conclu-
sive overview of the current applicability of data 
mining for economic crime risk management.

solutions and Recommendations 
business Practice

The above mentioned studies of PwC and the 
ACFE investigate by means of surveys, which 
are the most occurring means or methods that 
lead to fraud detection, or are believed to do so 
by the CFO’s. The following are the findings of 
both studies.

About the way fraud is detected, both studies 
of PwC and the ACFE stress the importance of 
tips. At the PwC study, no less than 43% of the 
fraud cases is detected by means of tips (whistle-
blowing, internal tip-offs and external tip-offs). 
The respondents of the ACFE study even reported 
a number of 46.2%. According to the ACFE report, 
an anonymous fraud hotline anticipates a lot of 
fraud damage. In the cases reviewed, organiza-
tions that had such hotlines, suffered a median loss 
of US$ 100.000, whereas organizations without 
hotlines had a median loss of US$ 250.000, pre-
senting a reduction of 60% in fraud loss. Tips and 
hotlines are associated with a company’s fraud 
culture. These numbers suggest that a company 
can detect and deter fraud by setting an appropriate 
tone at the top (and down). Another recent study, 
performed by Ernst&Young, also addresses the 
effectiveness of a Code of Conduct, expressing 

a company’s culture (E&Y, A Survey into Fraud 
Risk Mitigations in 13 european Countries, 2007). 
However, as a second best detection method, the 
company’s control system comes forward. This is 
represented in several aspects, from internal audit 
to fraud risk management, but all together these 
methods contribute to fraud detection. At the PwC 
study, the corporate controls were responsible for 
the detection of 34% of the reported frauds. At the 
ACFE study, internal audit and internal control 
together revealed 39.4% of the reported cases. 
So also corporate control, after chance related 
means, can have a measurable impact on detect-
ing fraud. The more control measures a company 
puts in place, the more incidents of fraud will be 
uncovered. The use of data mining is situated in 
the field of these corporate control methods.

Another study, performed by Ernst&Young, 
mentions more explicitly both preventing and 
detecting fraud. This is contrary to the previous 
mentioned studies, which mainly cover fraud 
detection. The global survey by Ernst&Young in 
2006 revealed similar insights as the other studies 
on fraud detection. On fraud prevention, respon-
dents identify internal controls as the key factor 
to prevent and detect fraud (Ernst&Young, 2006). 
Also the ACFE study stresses the importance of 
improving the internal control system. Hence 
it is no surprise internal control is currently the 
most prevalent mean companies use to mitigate 
internal fraud. In the following paragraphs, some 
information about internal control is given.

To start with, the Committee of Sponsoring Or-
ganizations of the Treadway Commission (COSO) 
was formed in 1985 to commission the Treadway 
Commission to perform its task. The task at hand 
was to study the causes of fraudulent reporting and 
make recommendations to reduce its incidence. 
In response to this recommendation, COSO de-
veloped an internal control framework, issued in 
1992 and entitled “Internal Control - Integrated 
Framework”. This work has been updated later 
on, but the definition of internal control, accord-
ing to the COSO framework, stayed defined as:
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a process, effected by the entity’s board of direc-
tors, management, and other personnel, designed 
to provide reasonable assurance regarding the 
achievement of objectives in the following cat-
egories:

• Effectiveness and efficiency of operations
• Reliability of financial reporting 
• Compliance with applicable laws and 

regulations

If we look at the definition, it is clear why in-
ternal control is important as a protection against 
fraud. The achievement of the first category is to 
encounter transaction fraud, the second to encoun-
ter statement fraud and the third category achieve-
ment is to protect the organization against fraud 
for the company. Following this broad definition, 
internal control can both prevent and detect fraud. 
And although this definition is stemming from 
the foundation of the National Commission on 
Fraudulent Financial Reporting, also other classes 
of fraud than fraudulent financial reporting can be 
encountered. However, the definition is clear about 
its reasonable - not absolute - assurance regarding 
the objectives. We can conclude that internal con-
trol is a means to protect an organization against 
internal fraud, but given the rising prevalence 
of fraud it is still not sufficient as a stand-alone 
tool. Also the numbers provided by the PwC and 
ACFE surveys reveal that internal control comes 
off worse than chance means as a detection tool. 
However, these studies also emphasize the extra 
value of well-functioning internal control systems 
(Jans, et al., 2009).

The internal control framework of COSO is 
the broadest existing framework on this topic. 
Some industries have taken this framework and 
customized it to their specific needs, for instance 
the banking industry. In this environment, Basel 
II is created, with its own internal control sec-
tion. It is however based on COSO and hence is 
a variant of this framework. It is beyond the scope 

and the goal of this chapter to address all exist-
ing internal control frameworks. We believe that 
by addressing the settings of COSO, the general 
business practice in terms of internal control are 
covered. Our main interest in this framework is 
however whether data mining takes part in it or 
not. Finding an answer on this question, we first 
take a closer look to the content of the internal 
control framework.

In her framework, COSO identifies the follow-
ing five components as part of internal control:

• The control environment,
• The entity’s risk assessment process,
• The information system,
• Control activities, and
• Monitoring of controls.

The control environment encompasses the 
management’s overall attitude, awareness and ac-
tions regarding internal control and its importance 
in the entity. The entity’s risk assessment process 
comprehends the entity’s process of identifying 
risks and apprehending an appropriate strategy 
towards these risks. Further, the entity should have 
access to an effective information system. This 
is an information system that guards the accurate 
reporting of transactions and provides a complete 
audit trail. Control activities are established by 
management to ensure that specific objectives are 
achieved. This need exists because of the informa-
tion asymmetry already mentioned in the context 
of agency theory. The last component of internal 
control is monitoring. Employees need to know 
that non-compliance with controls is likely to be 
detected (deterrence effect). Monitoring controls 
also provides feedback concerning these controls.

Looking at these five components defined by 
COSO, we see internal control encompasses a wide 
variety of actions. Aside from qualitative actions 
like a control environment and a risk assessment 
process, also actions based on quantitative data 
are desired. The control activities for example may 
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require some data analyzing. The techniques ap-
plied to this end are however to be categorized as 
reporting tools, another category of data analyzing 
techniques than data mining. Reporting techniques 
are primarily oriented toward extracting quanti-
tative and statistical data characteristics such as 
means, minima and maxima. These techniques 
facilitate useful data interpretations by combin-
ing some descriptive statistics, and can help to 
get better insights into the processes behind the 
data. These interpretations and insights are the 
sought knowledge. Although the traditional data 
analyzing techniques can indirectly lead us to 
knowledge, it is still created by human analysts. 
This is contrary to data mining techniques, where 
the knowledge is extracted out of the data by 
means of machine learning.

The above paragraphs all deal with how busi-
ness practice mitigates internal fraud. The COSO 
framework is a response on internal fraud and 
is encapsulated in several legislations. The dis-
cussion of all related legislation is however not 
directly relevant to this chapter and consequently 
beyond the scope of this chapter. About external 
fraud, there exists, to our knowledge, no such 
framework. Consequently, we do not have any 
information about how companies protect them-
selves against external fraud. Obviously, certain 
business domains as credit card companies, bank-
ing companies, telecommunication or insurance 
companies, are occupied with this challenge and 
probably allocate a lot of resources to counter this 
threat. However, we do not have any access to 
information that would justify a statement on this 
topic. That way, we can only make conclusions for 
the applicability of data mining for internal fraud 
risk reduction in business practice. Although it is 
dangerous to generalize, and exceptions always 
exist, we can say that generally speaking, business 
practice does not apply (yet) any data mining in 
their fight against internal fraud. About the fight 
against external fraud, we have to distance our-
selves from a conclusion.

sOLUTIONs AND 
RECOMMENDATIONs 
ACADEMIC REsEARCH

Research studies

Not only business practice has searched for so-
lutions to reduce economic crime risk, also the 
academic community has investigated this topic. 
In this section an overview of the academic litera-
ture concerning fraud prevention and detection is 
given. We take into account both fraud detection 
and fraud prevention (although almost all articles 
found address the problem of fraud detection). To 
gain a clear overview, Table 1 is created. Aside 
from the division internal versus external fraud, 
the type of fraud is shown in more detail. Within 
external fraud we make a distinction between 
automobile insurance, telecommunications, health 
care, and credit card. The table provides us with 
the author(s) in alphabetical order, the application 
domain, whether it concerns internal or external 
fraud, whether the objective is fraud detection or 
prevention, which technique is used, and what 
task this technique serves.

Concerning the techniques used, an inten-
sively explored method is the use of neural net-
works. The studies of Hilas & Mastorocostas 
(2008), Krenker, et al. (2009) and Davey, et al. 
(1996) (telecommunications fraud), Dorronsoro, 
et al. (1997) (credit card fraud), and Fanning & 
Cogger (1998), Green & Choi (1997) and Kirkos, 
et al. (2007) (financial statement fraud) all use 
neural network technology for detecting fraud in 
different contexts. Lin, et al. (2003) apply a fuzzy 
neural net, also in the domain of fraudulent finan-
cial reporting. Both Brause, et al. (1999) and 
Estévez, et al. (2006) use a combination of neural 
nets and rules. The latter use fuzzy rules, where 
the former use traditional association rules. Also 
He, et al. (1997) apply neural networks: a multi-
layer perceptron network in the supervised com-
ponent of their study and Kohonen’s self-orga-
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continued on following page

Table 1. Fraud detection/prevention literature overview (©2009, Jans, Lybaert & Vanhoof. Used with 
permission) 

Author   Application Domain Internal/ Detection/ Technique Task

External Prevention

Bermúdez et al. 
(2007)

Automobile Insurance Fraud External Detection Skewed Logit Link and 
Bayesian Analyses

Predicitve

Bolton and Hand 
(2001)

Credit Card Fraud External Detection Peer Group Analysis and 
Break Point Analysis

Predictive

Bonchi et al. (1999) Fiscal Fraud External Detection Decision Tree Predictive

Brause et al. (1999) Credit Card Fraud External Detection Rules and Neural Network Predictive

Brockett et al. (1998) Automobile Insurance Fraud External Detection Kohonen’s Self-Organizing 
Map

Predictive

Brockett et al. (2002) Automobile Insurance Fraud External Detection Principal Component 
Analysis

Predictive

Burge and Shawe-
Taylor (2001)

Telecommunications Fraud External Detection Unsupervised Neural 
Network

Predictive

Cahill et al. (2002) Telecommunication Fraud External Detection Profiling by means of 
signatures

Predictive

Cortes et al. (2002) Telecommunications Fraud External Detection Dynamic Graphs Predictive

Cox et al. (1997) Telecommunications Fraud External Detection Visual Data Mining Descriptive

Davey et al. (1996) Telecommunications Fraud External Detection Neural Network Predictive

Derrig and Ostasze-
wski (1995)

Automobile Insurance Fraud External Detection Fuzzy Set Theory Descriptive

Deshmukh and Tal-
luru (1998)

Financial Statement Fraud Internal Detection Rule-based Fuzzy Reason-
ing System

Predictive

Dorronsoro et al. 
(1997)

Credit Card Fraud External Detection Neural Network Predictive

Estévez et al. (2006) Telecommunications Fraud External Detection and 
Prevention

Fuzzy Rules and Neural 
Network

Predictive

Ezawa and Norton 
(1996)

Uncollectible Telecommunica-
tions Accounts

External Detection Bayesian Neural Network Predictive

Fan (2004) Credit Card Fraud External Detection Decision Tree Predictive

Fanning and Cogger 
(1998)

Financial Statement Fraud Internal Detection Neural Network Predictive

Fawcett and Provost 
(1997)

Telecommunications Fraud External Detection Rules, Monitors and Linear 
Threshold Unit

Predictive

Fawcett and Provost 
(1999)

Telecommunications Fraud External Detection Activity Monitoring Predictive

Green and Choi 
(1997)

Financial Statement Fraud Internal Detection Neural Networks Predictive

He et al. (1997) Health Care Insurance Fraud External Detection Neural Network Predictive

He et al. (1997) Health Care Insurance Fraud External Detection Kohonen’s Self-Organizing 
Map

Descriptive

Hilas and Mastorocos-
tas (2008)

Telecommunications Fraud External Detection Neural Network and 
Clustering

Predictive

Hilas (2009) Telecommunication Fraud External Detection Rule based expert system Predictive
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Author   Application Domain Internal/ Detection/ Technique Task

External Prevention

Hoogs et al. (2007) Financial Statement Fraud Internal Detection A Genetic Algorithm Ap-
proach

Predictive

Juszczak et al. (2008) Credit Card Fraud External Detection Many different classifica-
tion techniques

Predictive

Kim and Kwon (2006) Insurance Fraud External Detection Insurance Fraud Recogni-
tion System (Korea)

Predictive

Kirkos et al. (2007) Financial Statement Fraud Internal Detection Decision Tree, Neural Net-
work and Bayesian Belief 

Network

Predictive

Krenker et al. (2009) Telecommunications Fraud External Detection Bidirectional Artificial 
Neural Network

Predictive

Lin et al. (2003) Financial Statement Fraud Internal Detection Fuzzy Neural Network Predictive

Maes et al. (2002) Credit Card Fraud External Detection Neural Network and 
Bayesian Belief Network

Predictive

Major and Riedinger 
(2002)

Health Care Insurance Fraud External Detection Electronic Fraud Detection 
(EFD)

Predictive

Murad and Pinkas 
(1999)

Telecommunications Fraud External Detection Three Level Profiling Predictive

Panigrahi et al. (2009) Credit Card Fraud External Detection Dempster-Shafer theory & 
Bayesian learning

Predictive

Pathak et al. (2003) Insurance Fraud External Detection Fuzzy logic based expert 
system

Predictive

Phua et al. (2004) Automobile Insurance Fraud External Detection Meta-classifiers Predictive

Quah and Sriganesh 
(2008)

Credit Card Fraud External Detection Self-Organizing Maps Descriptive

Rosset et al. (1999) Telecommunications Fraud External Detection Rules Predictive

Sánchez et al. (2008) Credit Card Fraud External Detection and 
Prevention

Fuzzy Rules Descriptive

Stolfo et al. (2000) Credit Card Fraud and Intru-
sion

External Detection Meta-classifiers Predictive

Tsung et al. (2007) Telecommunications Fraud External Detection Batch Library Method Predictive

Viaene et al. (2002) Automobile Insurance Fraud External Detection Logistic Regression, k-
Nearest Neighbor, Decision 

Tree, Bayesian Neural 
Network, SVM, Naive 

Bayes, and tree- augmented 
Naive Bayes

Predictive

Viaene et al. (2005) Automobile Insurance Fraud External Detection Bayesian Neural Network Predictive

Viaene et al. (2007) Automobile Insurance Fraud External Detection Logistic Regression Predictive

Whitrow et al. (2009) Credit Card Fraud External Detection SVM, Random Forests, 
Logistic Regression, Qua-
dratic Discriminant, Naïve 

Bayes, Decision Tree, 
k-Nearest Neighbor

Predictive

Xing and Girolami 
(2007)

Telecommunications Fraud External Detection Latent Dirichlet Allocation Predictive

Yang and Hwang 
(2006)

Health Care Insurance Fraud External Detection Frequent Pattern Mining Predictive

Table 1. continued
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nizing maps for the unsupervised part. Like He, 
et al. (1997) apply in their unsupervised part, 
Brockett, et al. (1998) apply Kohonen’s self-or-
ganizing feature maps (a form of neural network 
technology) to uncover phony claims in the domain 
of automobile insurance. This is also what 
Zaslavsky & Strizhak (2006) suggest later, in 
2006, in a methodological paper to detect credit 
card fraud. Quah & Sriganesh (2008) follow this 
suggestion in an empirical paper on understanding 
spending patterns to decipher potential fraud 
cases. A Bayesian learning neural network is 
implemented for credit card fraud detection by 
Maes, et al. (2002) (aside to an artificial neural 
network), for uncollectible telecommunications 
accounts (which is not always fraud) by Ezawa 
& Norton (1996), for financial statement fraud 
by Kirkos, et al. (2007) and for automobile insur-
ance fraud detection by Viaene, et al. (2005) and 
Viaene, et al. (2002).

In Viaene, et al. (2005)’s field of automobile 
insurance fraud, Bermúdez, et al. (2007) use an 
asymmetric or skewed logit link to fit a fraud 
database from the Spanish insurance market. 
Afterwards they develop Bayesian analysis of this 
model. In a related field Major & Riedinger (2002) 
presented a tool for the detection of medical in-
surance fraud. They propose a hybrid knowledge/
statistical-based system, where expert knowledge 
is integrated with statistical power. More recently 
Panigrahi, Kunda, Sural, & Majundar (2009) 
employed a fraud detection system consisting 
of four components, including rule-based and 
Bayesian learning. Another example of combining 
different techniques can be found in Fawcett & 
Provost (1997). A series of data mining techniques 
for the purpose of detecting cellular clone fraud 
is hereby used. Specifically, a rule-learning pro-
gram to uncover indicators of fraudulent behavior 
from a large database of customer transactions is 
implemented. From the generated fraud rules, a 
selection has been made to apply in the form of 
monitors. This set of monitors profiles legitimate 
customer behavior and indicate anomalies. The 

outputs of the monitors, together with labels on 
an account’s previous daily behavior, are used as 
training data for a simple Linear Threshold Unit 
(LTU). The LTU learns to combine evidence to 
generate high-confidence alarms. The method 
described above is an example of a supervised 
hybrid as supervised learning techniques are 
combined to improve results. In another work of 
Fawcett & Provost (1999), Activity Monitoring 
is introduced as a separate problem class within 
data mining with a unique framework. Fawcett 
& Provost (1999) demonstrate how to use this 
framework among other things for cellular phone 
fraud detection.

Another framework presented, for the detection 
of healthcare fraud, is a process-mining framework 
by Yang & Hwang (2006). The framework is based 
on the concept of clinical pathways where struc-
ture patterns are discovered and further analyzed.

The fuzzy expert systems are also experienced 
within a couple of studies. So there are Derrig 
& Ostaszewski (1995), Deshmukh & Talluru 
(1998), Pathak, et al. (2003) and Sánchez, et al. 
(2009). The latter extract a set of fuzzy associa-
tion rules from a data set containing genuine and 
fraudulent credit card transactions. These rules 
are compared with the criteria which risk analysts 
apply in their fraud analysis process. The research 
is therefore difficult to categorize as ‘detection’, 
‘prevention’ or both. We adopt the authors’ own 
statement of contribution in both fraud detection 
and prevention. Derrig & Ostaszewski (1995) 
use fuzzy clustering and therefore apply a data 
mining technique performing a descriptive task, 
where the other techniques (but Sánchez, et al. 
(2009)) perform a predictive task.

Stolfo, et al. (2000) delivered some interest-
ing work on intrusion detection. They provided a 
framework, MADAM ID, for Mining Audit Data 
for Automated Models for Intrusion Detection. 
Although intrusion detection is associated with 
fraud detection, this is a research area on its own 
and we do not extend our scope to this field. Next 
to MADAM ID, Stolfo, et al. (2000) discuss the 
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results of the JAM project. JAM stands for Java 
Agents for Meta-Learning. JAM provides an in-
tegrated meta-learning system for fraud detection 
that combines the collective knowledge acquired 
by individual local agents. In this particular case, 
individual knowledge of banks concerning credit 
card fraud is combined. Also Phua, et al. (2004) 
apply a meta-learning approach, in order to detect 
fraud and not only intrusion. The authors base 
their concept on the science fiction novel Minor-
ity Report and compare the base classifiers with 
the novel’s ‘precogs’. The used classifiers are the 
naive Bayesian algorithm, C4.5 and back propa-
gation neural networks. Results from a publicly 
available automobile insurance fraud detection 
data set demonstrate that the stacking-bagging 
performs better in terms of performance as well 
as in terms of cost savings.

Rule-learning and decision tree analysis is also 
applied by different researchers, e.g. Hilas C. S. 
(2009), Kirkos, et al. (2007), Fan (2004), Viaene, 
et al. (2002), Bonchi, et al. (1999), and Rosset, 
et al. (1999). Viaene, et al. (2002) actually apply 
different techniques in their work, from logistic 
regression, k-nearest neighbor, decision trees 
and Bayesian neural network to support vector 
machine, naive Bayes and tree-augmented naive 
Bayes. Also in Viaene, et al. (2007), logistic re-
gression is applied.

Link analysis takes a different approach. It 
relates known fraudsters to other individuals, 
using record linkage and social network methods 
(Wasserman & Faust 1998). Cortes, et al. (2002) 
find the solution to fraud detection in this field. 
The transactional data in the area of telecommu-
nications fraud is represented by a graph where 
the nodes represent the transactors and the edges 
represent the interactions between pairs of trans-
actors. Since nodes and edges appear and disap-
pear from the graph through time, the considered 
graph is dynamic. Cortes, et al. (2002) consider 
the subgraphs centered on all nodes to define 
communities of interest (COI). This method is 

inspired by the fact that fraudsters seldom work 
in isolation from each other.

To continue with link analysis, Kim & Kwon 
(2006) report on the Korean Insurance Fraud 
Recognition System that employs an unsupervised 
three-stage statistical and link analysis to identify 
presumably fraudulent claims. The government 
draws on this system to make decisions. The 
authors evaluate the system and offer recom-
mendations for improvement.

Bolton & Hand (2001) are monitoring behav-
ior over time by means of Peer Group Analysis. 
Peer Group Analysis detects individual objects 
that begin to behave in a way different from ob-
jects to which they had previously been similar. 
Another tool Bolton & Hand (2001) develop for 
behavioral fraud detection is Break Point Analysis. 
Unlike Peer Group Analysis, Break Point Analy-
sis operates on the account level. A break point 
is an observation where anomalous behavior for 
a particular account is detected. Both the tools 
are applied on spending behavior in credit card 
accounts.

Also Murad & Pinkas (1999) focus on behav-
ioral changes for the purpose of fraud detection 
and present three-level-profiling. As the Break 
Point Analysis from Bolton & Hand (2001), the 
three-level-profiling method operates at the ac-
count level and it points any significant deviation 
from an account’s normal behavior as a potential 
fraud. In order to do this, ’normal’ profiles are 
created (on three levels), based on data without 
fraudulent records. To test the method, the three-
level-profiling is applied in the area of telecom-
munication fraud. In the same field, also Burge & 
Shawe-Taylor (2001) use behavior profiling for 
the purpose of fraud detection by using a recurrent 
neural network for prototyping calling behavior. 
Two time spans are considered at constructing 
the profiles, leading to a current behavior profile 
(CBP) and a behavior profile history (BPH) of 
each account. In a next step the Hellinger distance 
is used to compare the two probability distribu-
tions and to give a suspicion score on the calls. 



218

Data Mining and Economic Crime Risk Management

In credit card fraud detection Withrow, et al. 
(2009) aggregate transaction data over a period of 
time, consequently also being able to work with 
profiles. Their method is particularly interesting 
in that it aggregates information of transactions 
and therefore this method is more robust to the 
presence of mislabeled data, a common problem 
in fraud databases. The authors compare several 
classifying techniques, but aggregation seems 
particularly effective when a random forest is used.

Other related work is done by Cahill, et al. 
(2000). They designed a fraud signature, based on 
data of fraudulent calls, to detect telecommunica-
tions fraud. For scoring a call for fraud its prob-
ability under the account signature is compared 
to its probability under a fraud signature. The 
fraud signature is updated sequentially, enabling 
event-driven fraud detection. Another technique 
for building signatures (profile signatures) is 
used by Xing & Girolami (2007). The authors 
employ Latent Dirichlet Allocation to build user 
profile signatures. As in the studies of Murad & 
Pinkas (1999) amongst others, a significant un-
explainable deviation from the normal acitivity 
of a signature is assumed to be highly correlated 
to fraud risk. Edge & Dampaio (2009) provide 
a recent survey of signature based methods for 
detecting financial fraud.

A brief paper of Cox, et al. (1997) combines’ 
human pattern recognition skills with automated 
data algorithms. In their work, information is pre-
sented visually by domain-specific interfaces. The 
idea is that the human visual system is dynamic 
and can easily adapt to ever-changing techniques 
used by fraudsters. On the other hand, machines 
have the advantage of far greater computational 
capacity, suited for routine repetitive tasks.

Four last studies we would like to mention, 
are those of Tsung, et al. (2007), Brockett, et al. 
2002), Hoogs, Kiehl, Lacomb, & Senturk (2007) 
and Juszczak, Adams, Hand, Whitrow, & Weston 
(2008). Tsung, et al. (2007) applies manufacturing 
batch techniques to the field of fraud detection. 
They use the batch library method. Brockett, et 

al. (2002) use a principal component analysis of 
RIDIT scores to classify claims for automobile 
bodily injury. Hoogs, et al. (2007) present a genetic 
algorithm approach to detect financial statement 
fraud. They find that exceptional anomaly scores 
are valuable metrics for characterizing corporate 
financial behavior and that analyzing these scores 
over time represents an effective way of detect-
ing potentially fraudulent behavior. Juszczak, 
Adams, Hand, Whitrow, & Weston (2008) at last 
apply many different classification techniques 
in a supervised two-class setting and a semi-
supervised one-class setting in order to compare 
the performances of these techniques and settings.

By looking at Table 1, we arrive at the conclu-
sion that merely all academic research is conducted 
in the field of external fraud. There is clearly a 
gap in the academic literature concerning internal 
fraud. Only six articles on internal fraud are found 
and they all address the same kind of internal 
fraud: statement fraud. There is no research per-
formed in mitigating transaction fraud, including 
corruption and asset misappropriation, the most 
prevalent kind of internal fraud according to both 
the ACFE and PWC surveys (ACFE, 2008; PwC, 
2007). Aside from this, there are almost no studies 
found that focus on fraud prevention; the majority 
aims at fraud detection. Consequently, almost all 
studies use predictive data mining techniques, as 
opposed to descriptive data mining.

The literature review above all concerns studies 
conducted in real life. However, in our summary 
statement about data mining and economic crime 
risk management, we also wish to take theoretical 
frameworks into account. This is dealt with in the 
following subsection.

Academic Theory

The only theory (without practical implementa-
tion) in academic literature we found concerning 
the use of data mining for mitigating economic 
crime, is based on Table 1. The authors of this table, 
Jans, et al. (2009), used this as the starting point to 
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create a conceptual framework to reduce internal 
fraud risk. The deduction of this framework from 
academic work and business practice, which is to 
be found in the original article in The International 
Journal of Digital Accounting Research, will be 
summarized in the following paragraphs.

As stated before, internal fraud is currently 
dealt with by internal control, where data analyz-
ing primarily occurs by reporting tools. It is at 
that point, Jans, et al. (2009) combine academic 
research with practical insights. Data mining 
tools are currently not implemented in the in-
ternal control framework. The conviction that 
a framework, based on data mining techniques, 
could be of additional value to internal control 
in mitigating fraud, was the starting point for the 
IFR² framework as a complement of the existing 
internal control environment. The focus of this 
framework is on both fraud detection and fraud 
prevention.

The insights of academic research about data 
mining and fraud detection and prevention of Table 
1 were used to construct the IFR² Framework. 
However, this framework is in the field of internal 
fraud, as opposed to the bulk of academic research. 
Because there are elements of distinction between 
found academic research and the aim of the IFR² 
Framework, existing methods of working could 
not just be copied. Two major differences between 
the IFR² Framework objective and existing work 
is that the framework 1) focuses on internal fraud 
which typically involves unsupervised data, and 
2) focuses on fraud risk reduction instead of fraud 
detection. This is a contribution to the literature, 
where the use of data mining for (especially ex-
ternal) fraud detection is investigated. These dif-
ferences had their effect on the framework, which 
will differ from the framework (although never 
explicitly registered!) used in existing literature. 
The IFR² framework is presented in Figure 2.

The IFR² Framework starts with selecting a 
business process with an advanced IT integration. 
An organization should select a business process 
which it thinks is worthwhile investigating. This 

selection can be motivated by different aspects: 
a business process that has a great cash flow, one 
that is quite unstructured, one that is known for 
misuses, or one that the business has no feeling 
with and wants to learn more about. Also the 
implementation of advanced IT, according to 
Lynch & Gomaa (2003), is a breeding ground for 
employee fraud. So selecting a business process 
with an advanced IT integration is a good starting 
point to encounter this stream of frauds (Jans, et 
al., 2009).

After the selection of an appropriate business 
process, data has to be collected, manipulated and 
enriched for further processing. This is comparable 
to the step “Data preparation” in Chien & Chen 
(2008)’s framework for personnel selection. The 
manipulation of data refers to the cleaning of data, 
merging connected data, transforming data into 
interpretable attributes and dealing with missing 
values. Although background knowledge may be 
required for executing this step, these are mainly 
technical transactions in that they still present 
operational data (Jans, et al., 2009).

During the third step, transformation of the 
data, the operational data will be translated into 
behavioral data. This translation builds - even more 
than the second step - upon domain knowledge 
and is not just a technical transformation (Jans, 
et al., 2009).

The core of the framework is then to apply 
a descriptive data mining approach for getting 
more insights in this behavioral data. This is 
where the IFR² framework remarkably differs 
from the followed methodologies in the existing 
literature. In the existing academic literature, 
almost all research applies a data mining tech-
nique with a predictive task. The explanation 
for the IFR² approach is twofold. Existing work 
predicts whether an observation is fraudulent 
or not. This can be explained by their focus on 
fraud detection. The IFR² Framework, however, 
is interested in all information, captured in the 
data that helps reducing the fraud risk, and is not 
only interested in the class ‘fraudulent/legal’. In 
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order to retrieve more information and patterns 
in data, a descriptive data mining approach has 
to be pursued (Jans, et al., 2009).

Another characteristic of internal fraud risk 
reduction is the presence of unsupervised data 
sets, liable to this stream of research. As mentioned 
before, there are almost no supervised data sets 
available in the context of internal fraud. This fact 
also accounts for the use of descriptive data mining 
instead of predictive data mining. An advantage 
of the use of descriptive data mining techniques 
is that it is easier to apply on unsupervised data. 
Thus for overcoming the exclusion of types of 
fraud where supervised data is difficult to obtain, 
the use of descriptive data mining techniques is 
recommended (Jans, et al., 2009).

The core of the IFR² Framework - to use de-
scriptive data mining - is also motivated by the 
higher intrinsic value a description of the data set 
under investigation provides than just a prediction 
of fraudulent versus legal. A description of the 
data set as a whole can bring insights to light that 
were not clear before. All extra insights an analyst 
can gain are valuable to a better understanding of 
what is going on, leading to a better position to 
mitigate internal fraud. When one only focuses on 
predicting the fraud class, one is not open minded 
enough to notice other interesting patterns. As-
sociation rules, clustering and anomaly detection 
are appropriate candidates for describing the data 
set. These can ultimately lead to observations or 
outliers, seeming interesting to take a closer look 

Figure 2. The IFR² framework (©2009, Jans, Lybaert & Vanhoof. Used with permission)
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at. This is what happens in the fifth step of our 
methodology (Jans, et al., 2009).

The fifth step is the audit of interesting obser-
vations by domain experts. The descriptive from 
the former step should provide the researchers a 
recognizable pattern of procedures of the selected 
business process. In addition, some other pat-
terns of minor groups of observation in the data 
can arise, interesting to have a closer look at. By 
auditing these observations, one can acquire new 
insights in the business process. As a general rule, 
one will always select outliers or extreme values 
to take a closer look at. Observations defined as 
outlier can normally be brought back to one of 
the following four cases: the observation is an 
extreme value but very logic when looked into, 
the observation is fraudulent, the observation is 
the result of circumventing procedures or it is 
simply a mistake. The regular observations will 
not draw our attention (Jans, et al., 2009).

Observations defined as an outlier because they 
contain extreme values -but can be explained- are 
not of interest for the purpose of internal fraud 
risk reduction. (Think for example at the purchase 
of a mainframe at the same department as the 
purchases of CDs.) Nevertheless, they can occur. 
The other three categories (fraud, circumventing 
procedures and mistakes) on the other hand are 
of interest. If a fraudulent observation comes to 
attention as an outlier, this is part of fraud detec-
tion. A fraud case can be interesting for adjusting 
current practice in the business process. If enough 
similar fraud cases are uncovered, a supervised 
fraud detection method can be elaborated for 
this specific fraud, based on a new data set. In 
this particular case, one can find well elaborated 
and tested methods in the existing literature. At 
this stage of investigation, predictive data mining 
tasks are recommended to search specifically for 
this type of fraud. The other two categories which 
can be at the origin of an outlier, circumventing 
procedures and making mistakes, are important in 
the light of fraud prevention. By making a mistake 
and realizing nobody notices or by circumventing 

procedures, a window of opportunity to commit 
fraud can develop. Opportunity, aside from ratio-
nalization and incentive or pressure, is one of the 
three elements of Cressey’s fraud triangle. Also 
according to Albrecht, et al. (1984) “fraud scale” 
and even according to Hollinger and Park’s theory, 
opportunity is an element of influence on fraud 
risk (Wells, 2005). Being able to select those cases 
where procedures are circumvented or mistakes 
are made, is an important contribution to taking 
away this opportunity and hence to prevent future 
fraud. The way in which this is dealt with, is up 
to the company. Internal controls can be adapted, 
persons can be called to account, procedures can 
be rewritten or other measures can be taken. This 
follow-up is not part of the framework anymore 
(Jans, et al., 2009).

The IFR² Framework just described, is to our 
knowledge currently the only theory without 
practical implementation yet. The difference with 
the research studies described before is that this 
framework addresses all internal fraud, includ-
ing statement fraud, which is not covered by the 
research studies. Further does this framework 
focus both on fraud detection and prevention, as 
opposed to a heavy stress on detection in the re-
search studies? On the other hand, this framework 
contains for the moment only theory, practical 
research still has to follow.

FUTURE REsEARCH DIRECTIONs

The future will make clear whether business 
practice picks up the suggestion of academic lit-
erature to use data mining techniques for fighting 
external fraud. Maybe they do already, but this is 
not visible as an outsider.

Further research is needed to investigate 
whether (internal) transaction fraud is also suitable 
to mitigate by means of data mining techniques 
or not. This research could be embedded in the 
theoretical IFR² Framework. When more academic 
research is conducted in this area, question is still 
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whether or not business practice will expand their 
COSO framework on internal control with a data 
mining part or not.

CONCLUsION

In this chapter an overview of issues concerning 
data mining and economic crime, along with solu-
tions from both business practice and academic re-
search, is given. Several aspects that are important 
but easily forgotten or abandoned in this context 
are treated first. Some characteristics of input data, 
like whether there is a supervised data set at hand 
or not, have a great impact on the topic. Further 
is the task that the data mining technique serves 
also very deterministic. Also, what kind of fraud is 
better suited to investigate by means of data min-
ing? And last, when combining data mining with 

economic crime, are we talking about business 
practice initiatives, or about academic research? 
All these issues are taken into account to make 
a clear statement on the current applicability of 
data mining for economic crime risk management. 
Economic crime is hereby limited to corporate 
fraud only, and risk management encompasses 
both fraud detection and fraud prevention.

A first division we made, was to look at busi-
ness practice and academic research separately. We 
arrived at the conclusion that business practice has 
a formal framework to mitigate internal fraud (by 
means of internal control), but that this framework 
does not encompass the use of data mining. How 
business practice reacts on the threat of external 
fraud, we cannot make a statement about, because 
of lack of information.

When turning to academic literature to find an 
answer on whether or not academics found ways to 

Figure 3. Current state of data mining application for economic crime risk management in academic 
research
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counter economic crime by means of data mining, 
another division came to light. We can conclude 
that there has been a lot of research in conducting 
a data mining approach in a fraud context, but the 
focus is heavily on external fraud or on financial 
statement fraud. The latter is a type of internal 
fraud, characterized by the ability to possess su-
pervised data sets on this type of fraud, just like 
external fraud. Probably, it is this characteristic 
that explains the stress of data mining tasks on 
predictive data mining.

If we look at the remainder of internal fraud, 
we only find a theoretical framework, the IFR² 
Framework, not applied yet in a real life situa-
tion. Another difference is that this framework 
suggests a descriptive data mining approach, as 
opposed to the predictive data mining in the bulk 
of academic literature. Further, this theoretical 
framework has the intention to work proactively 
by both fraud detection and fraud prevention, yet 
another distinction with academic research studies.

We depicted the current situation of data 
mining applications for economic crime risk 
management, found in academic work, in Figure 
3. We named the most occurring types of exter-
nal fraud, as we did with internal fraud. External 
fraud is mostly categorized in one of the fol-
lowing four types: automobile insurance fraud, 
telecommunications fraud, health care fraud, or 
credit card fraud. Based on studies of Ernst& 
Young (2006), PriceWaterhouse&Coopers (2007) 
and ACFE (2008), internal fraud is generally to 
divide in three types: financial statement fraud, 
asset misappropriation, and corruption. The for-
mer is a statement fraud, while the latter two are 
examples of transaction fraud, according to the 
division of Bologna & Lindquist (1995). We can 
conclude that transaction fraud, a type of internal 
fraud, is the only type of fraud which is currently 
not researched academically by means of apply-
ing a data mining technique, apart from the IFR² 
Framework as an assist on further research.
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KEY TERMs AND DEFINITIONs

Fraud: The act of intentional deception, hereby 
depriving someone else for (personal) enrichment.

Corporate Fraud: Fraud in an organizational 
setting.

Economic Crime: In this chapter we put 
economic crime equal to corporate fraud.

Internal Fraud: Corporate fraud where the 
perpetrator is internally related to the victim 
company, like for instance an employee.

External Fraud: Corporate fraud where the 
perpetrator is externally related to the victim 
company, like for instance a client or supplier.

Risk Management: All actions a company 
takes on managing or reducing its risks. In the con-
text of this chapter, risk management is narrowed 
down to fraud prevention and fraud detection.
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INTRODUCTION

The Australian Transaction Reports and Analysis 
Centre (AUSTRAC) is Australia’s anti-money 
laundering and counter-terrorism financing (AML/
CTF) regulator and specialist financial intelligence 
unit (FIU). An AML/CTF compliance report pro-
vides AUSTRAC with information about reporting 

entities’ compliance with the Anti-Money Launder-
ing and Counter-Terrorism Financing Act 2006 
(AML/CTF Act), the regulations and the AML/
CTF Rules. It is required under the AML/CTF Act 
in Part 3 Division 5, which came into effect on 
12 June 2007. A reporting entity is a person who 
provides a ‘designated service’ as defined in the 
AML/CTF Act. Examples of reporting entities 
include banks and other financial institutions, 
remittance service providers, foreign exchange 

AbsTRACT

In this chapter, the authors explore the operational data related to transactions in a financial organi-
sation to find out the suitable techniques to assess the origin and purpose of these transactions and 
to detect if they are relevant to money laundering. The authors’ purpose is to provide an AML/CTF 
compliance report that provides AUSTRAC with information about reporting entities’ compliance with 
the Anti-Money Laundering and Counter-Terrorism Financing Act 2006. Their aim is to look into the 
Money Laundering activities and try to identify the most critical classifiers that can be used in building 
a decision tree. The tree has been tested using a sample of the data and passing it through the relevant 
paths/scenarios on the tree. The success rate is 92%, however, the tree needs to be enhanced so that 
it can be used solely to identify the suspicious transactions. The authors propose that a decision tree 
using the classifiers identified in this chapter can be incorporated into financial applications to enable 
organizations to identify the High Risk transactions and monitor or report them accordingly.
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dealers, debit and stored value card providers, 
bullion dealers and casinos and other gambling 
service providers.

Data mining (also called data or knowledge 
discovery) is the process of analysing data from 
different perspectives and summarizing it into 
useful information (Luo, 2008). It is an analytic 
process designed to explore data in search of 
consistent patterns and/or systematic relation-
ships between variables, and then to validate the 
findings by applying the detected patterns to new 
subsets of data. The ultimate goal of data mining 
is prediction. The process of data mining consists 
of three stages: (1) the initial exploration, (2) vali-
dation/verification that involves model building 
or pattern identification, and (3) deployment that 
involves the application of the model to new data 
in order to generate predictions.

Data mining allows users to analyse data from 
many different dimensions or angles, categorize 
it, and summarize the relationships identified. In 
this paper our aim is to explore the operational 
data, which are related to transactions done in a 
financial organisation and find out the suitable 
techniques to assess the origin and purpose of 
these transactions and if they are relevant to money 
laundering to be able to provide an AML/CTF 
compliance report. Research studies in this area 
are mainly on the technologies used to implement 
Data Mining and Artificial intelligence solutions 
such as using agent based systems (Wu, 2004) and 
there are no examples of such reporting systems 
in the current academic literature.

bACKGROUND

Money Laundering

Money laundering involves moving illicit funds, 
which may be linked to drug trafficking or orga-
nized crime, through a series of transactions or 
accounts to disguise origin or ownership. There are 
many countries suffering from the consequences of 

money laundering. China, for example, is facing 
severe challenge on money laundering with an 
estimated 200 billion RMB laundered annually 
(Wang & Yang, 2007) Money laundering is the 
process undertaken to conceal the true origin and 
ownership of the profits of criminal activities. 
These profits can be the proceeds from crimes 
such as:

• Drug trafficking;
• Fraud;
• Tax evasion;
• Illegally trading in weapons;
• Enforced prostitution;
• Slavery; and
• People smuggling.

Who Launders Money?

Money launderers can be people who committed 
some or all of the profitable crimes, or criminals 
who provide specialized services in money laun-
dering to other criminals.

Do Financial Organisations have 
to Deliberately Set Out to Launder 
Money to be a Money Launderer?

Under Australian Law, financial organizations 
can also be a money launderer if they engage in a 
transaction, and a reasonable person would know 
that the money or assets involved are the proceeds 
of criminal activities. This applies regardless of 
whether the proceeds of criminal activities are on 
the organisation’s side of the transaction or not.

Why do People Want to 
Launder Money?

People launder money so they can keep and 
spend the profits of crime. Some crimes are very 
profitable, and people who are interested in mak-
ing money out of a crime are as enterprising as 
participants in the legitimate economy. Money 
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launderers will make considerable efforts to ensure 
that they keep and can use their profits by making 
the money appear legitimate.

What Happens to Laundered Money?

Money that is laundered can be used to:

• fund further criminal enterprises and keep 
criminals in business;

• buy or set up legitimate businesses which 
can make even more money (and be used 
to launder more funds);

• buy expensive goods such as luxury cars 
and houses;

• invest in retirement savings or the share 
market; and

• pay bribes to corrupt officials, and create 
an appearance of legitimate wealth.

In general, money laundering follows a three-
stage process (Austrac E-learning, 2009). They 
are as follows:

1.  Placement: During the Placement phase, 
profits of crime enter the general economy. 
Criminals put their money into things such 
as: accounts, assets, jewels, bullion, cars, 
houses, or securities.

2.  Layering: During the Layering phase, the 
source of the money and ownership is dis-
guised. Money is transferred, invested, sent 
to different accounts, sent offshore to tax 
or financial havens co-mingled with other 
assets or put in trusts.

3.  Integration: During the Integration phase, 
the money appears to be legitimate, and evi-
dence of its origin and ownership has been 
disguised. Money may have been invested in 
businesses, real estate, companies, overseas 
investments, bonds or a family trust.

What is Terrorist Financing?

Terrorists seek to influence policy and people 
through the use of illegal force. Terrorist financing 
refers to the money raised to fund global terrorist 
activities. Money used for terrorist financing may 
be raised through legal or illegal activities. It is 
usually transferred through banking systems in 
small, unobtrusive sums. It looks very similar to 
legitimate banking activity.

Data Mining

Data mining is the process of exploration of raw 
data to find meaningful relationships between dif-
ferent parameters of that data. From this definition 
we identify the following:

Data Mining is a Process

Data mining is not a one-time activity of a single 
business analyst, but rather a commitment of an 
organization to leverage its business data on an 
ongoing basis and to continuously and iteratively 
improve its business practices based on a new 
level of understanding of its data.

Data Mining is Complimentary 
to Decision Support Tools

Today’s decision support tools are ‘assumption-
driven’ in the sense that the business profession-
als use them to verify their hypothesis about the 
data. Data mining tools are ‘discovery-driven’ 
and complimentary to assumption-driven tools. 
Data mining tools are hypothesis generators; they 
analyze corporate data automatically to discover 
new insight into business experiences.

Data Mining Finds Buried Knowledge

Over the last few years data mining has sometimes 
been overhyped with respect to finding hidden 
treasures using these new algorithms and method-
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ologies. Experience has shown that data mining is 
most effective in finding buried knowledge which 
provides additional insight into business practices.

Data Mining Delivers Understanding 
to Business Professionals

The new breed of data mining tools is geared 
towards business professionals, business analysts, 
and marketing professionals - not the statistician 
or artificial intelligence expert. Data mining tools 
do not necessarily replace statisticians, but they 
empower knowledge workers to more deeply 
understand business data without having to com-
prehend details of statistical analysis or intricacies 
of artificial intelligence.

In this research we will be focusing on the 
operational data, which are related to transactions 
done in a financial organization and find out the 
suitable techniques to assess whether the transac-
tions are Money Laundry born or not.

DATA MINING PROCEss

Issues

Data mining is a technique that discovers previ-
ously unknown relationships in data (Campos et al, 
2005). Data can be any numbers, or text that can 
be processed by a computer. Today, organizations 
are accumulating vast and growing amounts of 
data in different formats and different databases. 
This includes:

1.  Operational or transactional data such as, 
sales, cost, inventory, payroll, and accounting

2.  Non-operational data, such as industry sales, 
forecast data, and macro economic data

3.  Meta data - data about the data itself, such 
as logical database design or data dictionary 
definitions

Kleissner (1998) refers to Data mining as a new 
decision support analysis process to find buried 
knowledge in corporate data and deliver under-
standing to business professionals. Decision tree 
learning is one of the most widely used methods 
for inductive inference since the 1960s. Since then, 
numerous researches have conducted research 
to improve the accuracy, performance, etc. (e.g., 
Yang et al, 2007). Most of the research done in 
the area is about the technological aspects of the 
deployment of Data Mining into applications.

The tasks of data mining (Luo, 2008) are 
very diverse and distinct because many patterns 
exist in a large database. Different methods and 
techniques are needed to find different kinds of 
patterns. Based on the patterns we are looking for, 
tasks in data mining can be classified into sum-
marization, classification, clustering, association 
and trend analysis, as follows:

Summarization. Summarization is the ab-
straction or generalization of data. A set of task-
relevant data is summarized and abstracted. This 
results in a smaller set which gives a general 
overview of the data, usually with aggregate 
information.

Classification. Classification is a type of 
supervised learning that consists of a training 
stage and a testing stage (Chen, 2006). Accord-
ingly the dataset is divided into a training set and 
a testing set. The classifier is designed to “learn” 
from the training set classification models gov-
erning the membership of data items. Accuracy 
of the classifier is assessed using the testing set. 
Classification derives a function or model which 
determines the class of an object based on its at-
tributes. A set of objects is given as the training 
set. In it, every object is represented by a vector 
of attributes along with its class. A classification 
function or model is constructed by analyzing the 
relationship between the attributes and the classes 
of the objects in the training set. This function or 
model can then classify future objects. This helps 
us develop a better understanding of the classes 
of the objects in the database.
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Clustering. Clustering identifies classes-also 
called clusters or groups-for a set of objects whose 
classes are unknown. The objects are so clustered 
that the intraclass similarities are maximized and 
the intraclass similarities are minimized. This 
is done based on some criteria defined on the 
attributes of the objects. Once the clusters are 
decided, the objects are labeled with their cor-
responding clusters. The common features for 
objects in a cluster are summarized to form the 
class description.

Trend analysis. Time series data are records 
accumulated over time. For example, a company’s 
sales, a customer’s credit card transactions and 
stock prices are all time series data. Such data can 
be viewed as objects with an attribute time. The 
objects are snapshots of entities with values that 
change over time. Finding the patterns and regu-
larities in the data evolutions along the dimension 
of time can be then used in relevant applications.

Data Mining systems for the 
Detection of Money Laundering

The task of finding and charting associations 
between crime entities such as persons, weapons, 
and organizations often is referred to as entity 
association mining (Lin & Brown, 2003) or link 
analysis (Sparrow, 1991) in law enforcement. 
As described by Chen (2006), Law enforcement 
officers and crime investigators throughout the 
world have long used link analysis to search for 
and analyze relationships between criminals. Ex-
amples include the Federal Bureau of Investigation 
(FBI) in the investigation of the Oklahoma City 
Bombing case and the Unabomber case to look 
for criminal associations and investigative leads 
(Schroeder et al., 2003).

The goal of link analysis is to find out how 
crime entities that appear to be unrelated at the 
surface are actually linked to each other. Three 
types of link analysis approaches have been sug-
gested, as explained by Chen (2006): heuristic-
based, statistical-based, and template-based. 

Heuristic-based approaches rely on decision rules 
used by domain experts to determine whether two 
entities in question are related. In the FinCEN 
system of the U.S. Department of the Treasury, 
Goldberg and Senator (1998) investigated the links 
or associations between individuals in financial 
transactions using a set of heuristics, such as 
whether the individuals have shared addresses, 
shared bank accounts, or related transactions to 
detect money laundering transactions and activi-
ties. The COPLINK Detect system (Hauck et al., 
2002) employed a statistical-based approach called 
Concept Space (Chen & Lynch, 1992) measuring 
the weighted co-occurrence associations between 
records of entities (persons, organizations, ve-
hicles, and locations) stored in crime databases. 
An association exists between a pair of entities 
if they appear together in the same criminal in-
cident. The more frequently they occur together, 
the stronger the association is. Zhang et al. (2003) 
proposed to use a fuzzy resemblance function to 
calculate the correlation between two individuals’ 
past financial transactions to detect associations 
between the individuals who might have been 
involved in a specific money laundering crime. If 
the correlation between two individuals is higher 
than a threshold value these two individuals are 
regarded as being related.

sOLUTION

As we mentioned before, money laundering 
life cycle goes through three stages: Placement, 
Layering and Integration. The decision tree de-
veloped as part of this research is mainly done 
in the Placement phase where the fund is being 
entered into the economy by being transferred into 
a bank account. However, Data Mining should be 
applied on transactions throughout their life cycle. 
The reason for that is some transactions may not 
be detected in one of the phases but then later on 
detected in the next one.
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In addition to having specific data mining 
activities for each phase separately, it would be 
very beneficial to use the data warehousing ca-
pabilities available in organizations now to have 
another layer of data mining activities done at the 
warehouse level. In case of large organizations, the 
creation of Data Marts with targeted parameters of 
data would be useful to conduct those data mining 
activities. Different technologies can be used in 
this area to suit the Data Mining activities being 
done. In general, this will have two benefits:

• The higher chance the fraudulent transac-
tions are detected.

• The more associations and relationships 
are discovered which enables the enhance-
ment of current decision trees, logic and 
rules, etc…

The aim of this research is to look into the 
Money Laundering activities and try to identify the 
most critical classifiers that can be used in build-
ing a decision tree. A decision tree is a decision 
support tool that uses a tree-like graph of decisions 
and their possible consequences. Decision trees 
help identify a strategy most likely to reach a goal.

In this paper, a decision tree is generated to 
explore the logic behind the transactions. Deci-
sion trees can be incorporated into financial ap-
plications to enable organizations to identify the 
High Risk transactions and monitor or report them 
accordingly. Decision tree classifiers organize 
decision rules learned from training data in the 
form of a tree.

In our research we have identified a number 
of the classifiers that are anticipated as the ones 
that are mostly efficient in differentiating between 
different categories of customers and their transac-
tions. The Classifiers are:

1.  Client Type; it is essential to know the type 
of customer, whether being an individual or 
a business client. The reason for that is the 
rules applying to the Individuals are different 

to the ones applied to business going down 
the tree branches. This is due to the differ-
ent financial products. Also, the expected 
patterns and volumes of transactions are not 
the same for the different types of clients.

2.  Country of residence; this classifier is a major 
one on the tree. For clients, whether indi-
viduals or businesses, they are considered 
higher risk if they are overseas residents. 
For individual clients, this means that the 
residential address is an overseas one. For 
businesses, this will take the form of the main 
place of business is conducted overseas. The 
overseas clients are considered higher risk 
due to the fact that tracking any overseas 
transactions cannot be as simple as tracking 
the local transactions.

3.  Country Risk Level; countries worldwide 
have been categorized into a number of 
categories that determine the level of risk 
of transactions being transferred with any 
of those categories.

4.  Local or overseas transactions; as men-
tioned earlier, the overseas transactions are 
harder to track, therefore they are considered 
higher risk than the ones transferred within 
Australia. Therefore they are given Higher 
Risk rating.

5.  Transaction pattern; for individual accounts, 
creating a pattern for the transactions of a 
certain account can be used to identify the 
transactions that do no follow that pattern, 
the irregular ones. The transactions that do 
not follow the pattern for the account is con-
sidered a higher risk one than the other ones 
that do follow the pattern for the account.

6.  Transaction volume; for business accounts, 
the volume and monetary amounts of trans-
actions should correspond to the type and 
size of the business. If the volume of trans-
actions for an account starts to appear not 
corresponding to the size of the business, this 
is then flagged as a higher risk transaction.
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Using those classifiers, transactions will be 
given different ratings in order to identify the ones 
that have higher potential of being a fraudulent 
transaction.

The aim of this research is to reach that stage 
where each transaction is assessed and given a 
risk rating that shows whether that transaction is a 
potentially fraudulent one. It is expected that dif-
ferent risk ratings will have different strategies to 
deal with throughout the life cycle of the account.

Methodology

We have developed a decision tree using a number 
of classifiers, and then conducted testing by pass-
ing the data through the tree logic and check the 
results. Based on the results of the initial testing, 
some of the classifiers have been removed from 
the tree and replaced by a number of new ones 
and further experimentation has been conducted. 
This process has been repeated a number of times 
until the current results have been achieved.

On the decision tree, 5 levels of risk are al-
located to transactions:

1.  Very High Risk: the highest risk rating, 
indicating the transaction is of extremely 
high risk of being a fraudulent one.

2.  High Risk: indicates that transaction is of 
considerable risk.

3.  Neutral: indicates a classification cannot be 
given to the transaction. However, this does 
not mean that the transaction cannot be a 

fraudulent one. It only indicates that there 
is a less chance for it to be fraudulent.

4.  Low Risk: Indicates that the transaction is 
relatively a low risk one.

5.  Very Low Risk: Indicates that the transaction 
has the lowest risk of being a fraudulent one.

Transactions are rated according to the fol-
lowing rating for each of the classifiers in Table1:

As indicated in Table2, the Lower Risk is 
given 1 point while the Higher Risk is given 2 
points. The sum of points for each transaction is 
then calculated to reach the overall grade, which 
is mapped to the risk level as per the table below:

Please note that one of the future enhancements 
to be done on the tree is to have a weighting as-
signed to each of the classifiers as this will give 
a better indication of the risk level of the transac-
tion. This was not conducted as part of this research 
as it required further research to be conducted to 
specify the weighting of each of the classifiers.

The CRISP-DM methodology (CRISP-DM, 
2009) is considered the industry standard for 

Table 1. Classifiers and ratings 

Classifier Lower Risk (1) Higher Risk (2)

Residency Australian Overseas

Country Risk level Low High

Transaction Local Overseas

Transaction matching account pattern? 
(Individual) Yes No

Transaction corresponds to business size? 
(Business) Yes No

Table 2. Risk level 

Risk level Overall Grade

Very Low Risk 4

Low Risk 5

Neutral 6

High Risk 7

Very High Risk 8
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data mining exercises and used in this research. 
Below follows a brief outline of the phases of 
this methodology:

Business Understanding: In this phase, we 
have done some readings on the different aspects 
and phases of Money Laundering in order to un-
derstand how data mining can be used to assist in 
the detection of fraudulent transactions.

Data Understanding: The data used in this 
research was obtained from the Wealth Manage-
ment area of the Commonwealth Bank. In this 
phase, we attempted to understand the different 
aspects and parameters of the data in order to use 
it in the best possible way in the research.

Data Preparation: The data was obtained from 
the team looking at the AML/CTF solutions for 
the Commonwealth Bank; therefore most of the 
parameters/classifiers on the data were of good 
quality and did not require too many changes to 
prepare the data for the data mining exercise.

Modeling: In this phase, the classifiers chosen 
to be used in the creation of the decision tree are 
as follows:

1.  Client Type: Individual or Business
2.  Country of Residence Australian or Overseas
3.  Country Risk Level for Overseas Individuals 

and Business
4.  Local or overseas transaction.
5.  Transaction is within account transactions 

pattern for Individual clients.
6.  Transaction matches the size of business for 

Business clients.

Evaluation In this phase, we have tested the 
decision trees built across some of the data to 
identify if applying the tree logic would deliver 
the results anticipated.

Deployment Deployment was not consid-
ered as part of this research and is not one of the 
research objectives; however, it is suggested as 
the future work.

Experimentation

Classifiers at three levels have been used to con-
struct the decision tree, as follows:

1.  Customer

Customer profiling is essential to identify the 
High Risk ones and monitoring their transactions 
in a closer manner than other lower risk customers. 
A number of classifiers can be used in doing that:

For Individuals:

a.  Residential address: members with 
Australian addresses are in the lower 
risk group than customers with overseas 
addresses.

b.  Countries can be classified into different 
risk levels according to their implementa-
tion in AML/CTF measures. This indicates 
the countries where information cannot be 
traced to identify the legitimacy of transac-
tions and funds transfers as opposed to others 
that do not implement adequate measures. 
Countries with less AML/CTF measures 
are considered in the higher risk group and 
therefore all dealings with transactions from 
and to those countries are given higher risk 
ratings. Accordingly, customers dealing with 
any of those countries can be considered to 
be in the higher risk group, even if they have 
residential address in Australia.

For Businesses:

a.  Principal place of business: business with 
overseas principal place of business are 
considered higher risk

b.  Businesses that have charitable operations 
are higher in risk.

2.  Account
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A number of classifiers can be used to assess 
the account’s risk:

a.  Creating a certain pattern wherever possible 
for the account will enable the system to 
identify the transactions that do not fol-
low the pattern and highlight it for further 
monitoring.

b.  Accounts with multiple signatories are con-
sidered higher risk than the ones with single 
signatory.

c.  Accounts used for temporary depository for 
funds that are regularly transferred offshore 
are of high risk.

Account turnover or large transactions in-
consistent with the size of the customer, are of 
higher risk.

3.  Transaction

The transaction will be given a high risk score 
in the following conditions:

a.  Deliberate structuring of banking transac-
tions in order to avoid having them reported 
as threshold transactions.

b.  Transaction behaviour that is out of character 
for the account, including unusual funds 
flows or an unexplained change in the pat-
tern of transactions.

c.  Origin of the transaction: Is the transaction 
an overseas or local one? This includes 
deposits and withdrawals.

d.  The risk level of the other party of the 
transaction, if they are considered a high 
risk party, the transaction will be given a 
high risk score.

Figure 1. Data mining tree I: Individual clients decision tree
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Test Results

The tree has been tested using a sample of the 
data and passing it through the relevant paths/
scenarios on the tree. We have found in the 92% 
of the cases match the category that the decision 
tree suggests. While this rate is acceptable at this 
level, further work is required to increase the suc-
cess /confidence rate for the decision tree.

We need to enhance the decision tree to use it 
solely to identify the suspicious transactions. The 
tree also needs:

1.  To be used in conjunction with other indica-
tors that will enable a closer result

2.  To include more classifiers and further sce-
nario combinations.

3.  To include various weightings to be given 
to various classifiers on the tree according 
to their importance and relevance.

FUTURE WORK

Money laundering life cycle goes through three 
stages, Placement, Layering and Integration. The 
decision tree developed as part of this research 
is mainly done in the Placement phase where 
the fund is being entered into the economy by 
being transferred into a bank account. However, 
Data Mining should be applied on transactions 
throughout their life cycle. Some transactions may 
not be detected in one phase, may be detected in 
the next phase.

Furthermore, in addition to having specific 
data mining activities for each phase separately, 
it would be very beneficial to use the data ware-
housing capabilities available in organisations. In 
case of large organisations, the creation of Data 
Marts with targeted parameters of data would be 
useful to conduct those data mining activities.

Figure 2 Data mining tree II: Business clients’ decision tree
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We may list our suggestions for further work 
as follows:

1.  Further enhancement of the tree as indicated 
in the test findings.

2.  Other classifiers to be explored that are 
relevant to the AML/CTF transactions.

3.  Research to be conducted on the implemen-
tation side of the classification rules on the 
decision trees.

4.  Research for ongoing review and enhance-
ment of measures implemented to detect ML/
TF transactions. An agile process is needed 
for the update of measures.

CONCLUsION

The aim of this research was to investigate the 
Money Laundering activities and try to identify 
the most critical classifiers that can be used in 
building a decision tree. The classifiers we have 
defined indicate a success rate of 92%.

Our results confirm Wang and Yang (2007)’s 
findings. They also used the Decision tree method 
to create the determination rules of the money 
laundering risk by customer profiles of a com-
mercial bank in China. They used a sample of 
twenty-eight customers with four attributes to 
induce and validate the decision tree method. Their 
results also indicate the effectiveness of decision 
tree in generating AML rules from companies’ 
customer profiles.

Data Mining may bring two major benefits:

• The higher chance for the fraudulent trans-
actions to be detected.

• The more associations and relationships to 
be discovered. This enables the enhance-
ment of current decision trees, logic and 
rules, etc…

Data mining can be very effective in the de-
tection of ML/TF transactions. To be able to use 

it effectively, two main points need to be taken 
into consideration:

1.  Trees and algorithms should be developed 
for each type of monetary transactions. For 
example, tree that applies to online transac-
tions for e-commerce should be different to 
the one used in the Superannuation contri-
butions done by employers or employees to 
their superannuation accounts.

2.  Data Mining should be an ongoing process 
that is carried out at two dimensions, as 
follows:

Horizontal: based on Customer, 
Account and Transaction

In this dimension, data is structured in a way that 
flags can be used to tag data at different levels 
starting from customer, going through the accounts 
and ending by single individual transactions.

The profiling of each level will feed further 
indicators into the subsequent levels of the tree. 
For example, if a customer is classified as a High 
Risk one, then all accounts belonging to the cus-
tomer are flagged as High Risk ones. Similarly, 
since the customer and the accounts are flagged 
as High Risk ones, all the transactions occurring 
on those accounts are flagged as High Risk ones 
and should be on the monitoring list.

However this profiling should be working both 
ways, and that is where the system intelligence 
comes in. Working both ways mean that if a cus-
tomer has been flagged as a High Risk one, and 
all the accounts and transactions are classified 
as High Risk ones, however no single instance 
of Money Laundering or Terrorism Financing 
is found, this should be fed back up the tree to 
change the profiling of the customer from a High 
Risk to a lower risk one.

Therefore, an activity that is essential to the 
effectiveness of tree success is the ongoing re-
assessment and re-profiling of customers and 
accounts is to be performed.
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Vertical: Throughout the Phases 
of Money Laundering

Detection of fraudulent transactions can be done 
at any of the three phases of money laundering. 
Accounts and transactions should be monitored 
across their life cycles so that if a transaction was 
not identified as Money Laundry one in the Place-
ment phase it may be identified in the layering or 
the integration phases.
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KEY TERMs AND DEFINITIONs

Data Mining: An analytic process designed to 
explore data in search of consistent patterns and/
or systematic relationships between variables, 
and then to validate the findings by applying the 
detected patterns to new subsets of data.

Money Laundering: The process undertaken 
to conceal the true origin and ownership of the 
profits of criminal activities.

Terrorist Financing: The money raised to 
fund global terrorist activities.

CRISP-DM Methodology: The industry 
standard for data mining exercises.

Decision Tree: A decision tree is a decision 
support tool that uses a tree-like graph of decisions 
and their possible consequences. Decisions trees 
help identify a strategy most likely to reach a goal.

Decision Tree Learning: One of the most 
widely used methods for inductive inference.

Learning Classifier Systems: A machine 
learning technique which combines evolutionary 
computing, reinforcement learning, supervised/
unsupervised learning, and heuristics.
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Data Mining and Explorative 
Multivariate Data Analysis for 
Customer Satisfaction Study

Rosaria Lombardo
Second University of Naples, Italy

INTRODUCTION

The necessity of systems of evaluation and assess-
ment in many socio-economic fields together with 
the Learning Management System data (LMSD) 
have sparked a need in building early warning 
system (EWS) which produces signal for possible 
risks. Accordingly various EWSs have been estab-

lished (Kim et al., 2004): for detecting fraud, for 
credit-risk evaluation in the domain of financial 
analysis (Phua, et al., 2009), to detection of risks 
potentially existing in medical organizations (risk 
aversion of nurse incidents, infection control and 
hospital management), to support decision mak-
ing in customer-centric planning tasks (Lessman 
& Vob, 2009).

Enterprises are implementing systems of evalu-
ation and assessment to demonstrate their com-

AbsTRACT

By the early 1990s, the term “data mining” had come to mean the process of finding information in 
large data sets. In the framework of the Total Quality Management, earlier studies have suggested that 
enterprises could harness the predictive power of Learning Management System (LMS) data to de-
velop reporting tools that identify at-risk customers/consumers and allow for more timely interventions 
(Macfadyen & Dawson, 2009). The Learning Management System data and the subsequent Customer 
Interaction System data can help to provide “early warning system data” for risk detection in enterprises. 
This chapter confirms and extends this proposition by providing data from an international research 
project investigating on customer satisfaction in services to persons of public utility, like education, 
training services and health care services, by means of explorative multivariate data analysis tools as 
Ordered Multiple Correspondence Analysis, Boosting regression, Partial Least Squares regression and 
its generalizations.
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mitment to efficiency, productivity, effectiveness 
and accountability (Volkwein, 1999). Managers 
are therefore under pressure to implement and 
demonstrate effective best practice. At the same 
time, their own performance as managers is under 
increasing government, public, and customers/
consumers scrutiny.

In this chapter we focus on EWS of LMSD 
for customer-centric planning tasks, to develop 
exploratory tools that identify at-risk customers 
and allow for more timely interventions.

Several data mining classifiers/predictors will 
be probed as training tools for detecting risks com-
ing from Customer Interaction System data. The 
“Customer Interaction System” collects different 
information on customers/consumers by database 
and data-warehouse dealing with customers 
handled by the Consumer Affairs and Customer 
Relations contact centers within a company.

The maximization of lifetime values of the 
customer base in the context of a company’s 
strategy is a key objective of customer relation-
ship management (CRM). The role of CRM is in 
supporting customer-related strategic measures. 
Customer understanding is the core of CRM. It 
is the basis for maximizing customer lifetime 
value, which in turn encompasses customer 
segmentation and actions to maximize customer 
conversion, retention, loyalty and profitability. 
Hence, emphasis should be put on correct customer 
understanding and concerted actions derived from 
it, in order to reduce the risk to lose customers by 
loyalty increase.

The main aim of this project is to focus on 
customer satisfaction in services to persons of 
public utility, like training services and health 
care services.

The training services and the health care 
ones, as services of utility towards the public, 
are of relevant social interest. The main result 
of the supply process is not an output external 
to people, but it identifies itself with the effects 
of the service on consumers. For this reason the 
“product” is not simply an output (as result of a 

short period), but an outcome (as result of a long 
period) which, in health care services, is given by 
the psychophysical state or condition of health of 
consumers/customers who perceived the service, 
while in training services, it can be identified with 
the success to find appropriate works (Goldstein 
& Spiegelhalter, 1996; Gori & Vittadini, 1999). 
The quality of health care services (Drummond 
et al., 1997; Donabedian, 1985), supplied by a 
plurality of agents to consumer people, should be 
measured not only by quantitative-physic indica-
tors (number of beds, number of operating rooms, 
number of high technologic instruments, number 
of training courses, number of teachers, etc.) and 
quantitative-monetary ones (input/output ratios, 
productivity indexes, etc.), but also by qualitative 
indicators which allow to measure the customer 
satisfactions, based essentially on the subjective 
evaluation of the quality service.

The availability of customer satisfaction 
measures is becoming as important as the corre-
sponding objective measures, so it represents an 
early warning system data set, one of the essential 
component of the “optimal business management” 
following the approach of the Total Quality Man-
agement. The more reliable models for quality of 
services developed within a scientific framework 
agree on the necessity of a precise recognition of 
the fundamental perceptive dimensions on which 
the customer bases his or her judgment of the 
quality of particular public services. This evalu-
ation of quality is typically express using ordinal 
categorical variables, which often require suitable 
transformation functions. Throughout this chapter 
with respect to different statistical methods, we 
consider different transformation functions of the 
ordinal categorical variables.

For the study of customer satisfaction, the 
theoretical models propose a system of five as-
pects of quality, these are: tangibility, reliability, 
capacity of response, capacity of assurance and 
empathy. These various aspects of the quality of 
the services in the so-called SERVPERF question-
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naire (Parasuram, Zeithalm, & Berry, 1985) consist 
of items that form ordered categorical variables.

In particular the SERVPERF questionnaire was 
originally developed in a marketing context, and it 
measures the perceived quality of some important 
aspects of the quality of a particular service, using 
a response scale with ordered categories. In this 
chapter, this questionnaire has been employed to 
study CS in health care services.

Nevertheless in marketing literature the debate 
on defining quality aspects is open, not only the 
above mentioned five aspects of quality (tangi-
bility, reliability, capacity of response, capacity 
of assurance and empathy) can be retained as 
characteristics of service quality but other dif-
ferent and important aspects can be highlighted 
(for example: information/communication, orga-
nizations, etc.). For this reasons in this chapter, 
to study the quality of training services we have 
pointed out a different questionnaire, not based 
on the five quality aspects of SERVPERF, but on 
some other perceived quality characteristics. All 
these questionnaires have in common the ordi-
nal scale of responses (for example: bad service 
quality, sufficient service quality, high service 
quality, Likert items) which often require suitable 
transformations to be analyzed.

To support decision making in customer-
centric planning tasks, explorative multivariate 
data analysis is an important part of corporate 
data mining.

In order to probe CRM data, one needs to 
explore the data from different perspectives and 
look at its different aspects. This should require 
application of different tools of DM.

At the beginning we investigate on the strength 
of variable associations by explorative Multiple 
Correspondence Analysis via polynomial transfor-
mations of ordered categorical variables (OMCA; 
Lombardo & Meulman, 2010; Lombardo & Beh, 
2010). By Ordered Multiple Correspondence 
Analysis (OMCA), we will analyze a data set 
coming from a survey on the perception of various 
aspects of quality in an hospital of Naples (Italy) 

using the SERVPERF questionnaire. The use of 
OMCA has a major advantage for this particular 
data set: we can easily monitor the overall (dis)sat-
isfaction with the health care services the hospital 
provides, where ordered categorical variables or 
Likert items are involved. By OMCA we automati-
cally obtain clusters of individuals ordered with 
respect to the ordered categories of responses (no 
satisfaction, almost satisfaction, satisfaction, good 
satisfaction, optimal satisfaction). By focusing on 
the discoveries of actionable patterns in customer 
data, the marketers or other domain experts make 
easier to determine which actions should be taken 
once the customer patterns are discovered.

In a second moment whenever the interest is 
on the study of dependence among variables, we 
could approach to studying customer satisfaction 
by means of linear and non-linear regressive mod-
els. Prediction with nonlinear optimal transforma-
tions of the variables is reviewed, and extended 
to the use of multiple additive components, much 
in the spirit of statistical learning techniques that 
are currently popular in data mining.

The present study will focus on the dependence 
relationships between quantitative and qualita-
tive indicators through predictive and regressive 
techniques as Boosting regression, Partial Least 
Squares (PLS) and its generalizations. By Boost-
ing regression (Buhlmann & Yu, 2003), we will 
analyze a data set with Likert items coming from 
a survey on students of master training courses 
of the university “L’Orientale” of Naples (Italy). 
The questionnaire has been based on the follow-
ing quality aspects: process, teaching, materials 
and exercises, the rank transformation has been 
used to deal with the ordinal categorical variables 
(Hastie, Tibshirani & Friedman, 2001).

In the framework of Boosting regression in 
case of a low-ratio of observations to variables, 
the problem to evaluate the overall Customer Sat-
isfaction (CS), in function of the above mentioned 
SERVPERF aspects of quality (tangibility, reli-
ability, capacity of response, capacity of assurance 
and empathy) can be properly faced by non-linear 
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Discriminant Partial Least Squares (PLS,Wold, 
1966;Tenenhaus, 1998) using B-spline transfor-
mations for the ordered categorical variables (Du-
rand & Sabatier, 1997;Durand, 2001;Lombardo & 
Durand, 2005;Durand, 2008;Lombardo, Durand 
& De Veaux, 2009).

ORDERED MULTIPLE 
CORREsPONDENCE ANALYsIs 
TO sTUDY Cs VARIAbLE 
INTERRELATIONsHIPs

A very common approach to analyze large sur-
vey data is to perform Multiple Correspondence 
Analysis (MCA, Benzecri, 1973; Greenacre, 1984, 
Lebart, Morineau & Warwick, 1984; Gifi, 1990). 
In multiple correspondence analysis, a variable is 
regarded as a set of category points. MCA, which 
is also known as Homogeneity analysis (Gifi, 
1990), or dual scaling (Nishisato, 1980, 1996), 
is a powerful statistical tool used to assign scores 
to subjects and categories of discrete variables, 
displaying the association among more than two 
sets of categorical variables. MCA can be intro-
duced in many different ways, which is probably 
the reason why it was reinvented many times over 
the years. Surely one of the hallmarks of corre-
spondence analysis is the many ways in which 
one can derive the basic simultaneous equations 
which are related with the Pearson χ2/n statistic 
(Gifi, 1990; van Rijckevorsel & de Leeuw, 1988; 
Lombardo & van Rijckevorsel, 1999). A possible 
interpretation of MCA is in terms of an optimal 
scaling technique, where the category quantifi-
cations are averages of object scores for objects 
within that category, and the object scores are pro-
portional to the averages of the relevant category 
quantifications. Another possible interpretation is 
in terms of a principal component analysis of the 
quantified data matrix, where the original category 
labels in the multivariate categorical data matrix 
have been replaced by category quantifications 
obtained in the optimal scaling process. If we 

confine ourselves to ordered categorical variables, 
some variants of MCA are found by weighting the 
categories of variables (Nishisato & Arry, 1975) 
or by nonlinear transformation (Gifi, 1990, Heiser 
& Meulman, 1994, Meulman, van der Kooij & 
Heiser, 2004). Furthermore, over the past ten 
years, an alternative method of decomposition, 
called the bivariate moment decomposition, has 
been shown to be applicable for correspondence 
analysis as an important tool to take into account 
the information in ordered categorical variables 
(Best & Rayner, 1996; Beh, 1997; Lombardo, 
Beh, & D’Ambra, 2007). To do this, we focus on 
a confirmatory approach to MCA, called Ordered 
MCA (OMCA, Lombardo & Meulman, 2010; 
Lombardo & Beh, 2010) where explanatory tools 
are combined with inference ones. OMCA is based 
on the singular value decomposition (SVD) and 
on the bivariate moment decomposition (BMD). 
Specifically, correspondence analysis based on 
bivariate moment decomposition by orthogonal 
polynomials has been proposed for two-way and 
three-way contingency tables (Beh, 1997, 1998, 
2001; Beh & Davy, 1998, 1999; Best & Rayner, 
1996; D’Ambra, Beh, & Amenta, 2005; Lom-
bardo, Beh, & D’Ambra, 2007; Beh, Simonetti, 
& D’Ambra, 2007). Ordered MCA maintains all 
the features of MCA, and allows for additional 
information about the structure and association of 
the ordered categories by separating the linear, qua-
dratic and higher order components in the data. As 
graphical results, we obtain the same categorical 
variable display of MCA, but we add information 
on the relationships among the variable categories. 
Furthermore, we get more informative individual 
representations than MCA ones, as the individuals 
are automatically clustered in so many clusters as 
the number of ordered categories of the responses 
to a questionnaire.

At first, we briefly summarize Multiple Cor-
respondence Analysis for evaluating survey data. 
Questionnaires often result in responses to a large 
number of questions with a limited number of 
answer categories. In a graphical representation, 
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the association between the variables is repre-
sented by the closeness of the categories of dif-
ferent variables. The responses to these p ques-
tions, coded in complete disjunctive form, lead 
to different ways of classifying all the individuals 
in the sample. Let X=[X1|...|Xp] be the indicator 
super-matrix of p ordered categorical variables 
observed on the same set of n individuals, with 

J
kk

p j= =∑ 1  the total number of categories, 

i.e. the number of columns in X. Let Xk be the 
indicator matrix of the kth variable with margins 
x xjk t

n
ijk.

{ }= =∑ 1 . Define D as the diagonal 

super-matrix of dimension J×J, whose generic 
diagonal elements are given by the diagonal ele-
ments of the k different matrices Dk = x jk.

. To 

describing the relationships among the categories, 
we can perform: 1) a correspondence analysis on 
the n×J indicator super-matrix X, i.e. the follow-
ing singular value decomposition:

SVD
p n

1 1 2XD−











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where Λ represents the matrix of singular values 
in decreasing order, and where F  and Υ denote 
the corresponding left and right singular vectors, 
respectively, subject to the ortho-normality con-
straints.; 2) a correspondence analysis of J×J Burt 
matrix, B. The Burt matrix B is a super-matrix 
that consists of diagonal blocks with the univari-
ate margins on its main diagonal, and the collec-
tion of all tables with bivariate margins in the 
off-diagonal blocks. The Burt matrix can also be 
written as B=X’X. The second approach to MCA 
involves the eigenvalue decomposition of 

1
2

1

p n
D B- .

Alternatively, multiple correspondence analy-
sis is equivalent to homogeneity analysis (Gifi, 
1990), which as conceived by Guttman (1941) 

can be viewed as a nonlinear principal component 
analysis of categorical data.

quick Review of OMCA

In customer satisfaction research and in general 
in service evaluations, we observe categorical 
variables whose categories are ordered, the amount 
of dissatisfied customers can represent an early 
warning system data useful to detect the risk to 
lose customers. To analyze variables with ordered 
categories through MCA, we propose a hybrid de-
composition of the indicator super-matrix, which 
implies computing the orthogonal polynomials and 
singular vectors, by means of the bivariate moment 
decomposition (Beh, 1997) and the singular value 
decomposition, respectively. The computation of 
orthogonal polynomials for the ordered categorical 
variables is a key point of the analysis, we refer 
to a general recurrence formula to generate them 
that you can find in Emerson (1968), Beh (1997), 
Lombardo & Meulman (2010).

As highlighted by Emerson, the decomposition 
by orthogonal polynomials can be considered es-
sentially equivalent to Gram-Schmidt orthogonal 
decomposition. Originally introduced in experi-
mental design, the set of polynomials is orthogonal 
over a set of points with arbitrary spacing and 
weighting. The arbitrary spacing permits experi-
ments where the categories are unequally spaced 
on the independent variable, and the arbitrary 
weighting system permits an unbalanced design, 
with unequal numbers of observations in the dif-
ferent categories.

The resulting polynomials are orthogonal 
with respect to the diagonal marginal matrix. 
After computing the orthogonal polynomials for 
each variable, we construct the super-matrix of 
orthogonal polynomials Ψ of dimension (J×J) 
whose block-diagonal elements are the orthogo-
nal polynomial matrices 1 py y , while the off-
diagonal elements are null. The use of orthogonal 
polynomials is not new, and recent applications 
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can be found in ordered two-way and three-way 
correspondence analysis (Best & Rayner, 1996; 
Beh, 1997, 1998; Beh & Davy, 1998; Lombardo 
et al., 2007; Beh et al., 2007; Lombardo & Cam-
minatiello, 2010).

Through the use of orthogonal polynomials 
that are associated with ordered categorical vari-
ables, the partition allows to analyze and decom-
pose the total inertia (of the cloud of points) in 
terms of linear, quadratic and higher order poly-
nomial components. Not only the total inertia, but 
also the contribution to the inertia by each singu-
lar vector can be partitioned in orthogonal poly-
nomial components, showing the contribution of 
the dominant ones (linear, quadratic, cubic, etc). 
After computing the orthogonal polynomials with 
respect to the marginal distribution of the p ordered 
categorical variables and forming the diagonal 
super-matrix y , the hybrid decomposition (HD) 
for MCA on the basis of X can be applied (Lom-
bardo & Meulman, 2010). At the heart of the 

analysis lies the matrix Z = −1 1 2

p n
Φ ' /XD ψ , 

by means of it the total inertia can be expressed 
as

trace traceZ Z ZZ' '( ) = ( ) = ∧2 . 

The (m,vk)th value of Z defines the contribu-
tion of the vkth-order bivariate moment between 
the categories of the kth ordered variable to the 
mth principal axis. When v=1, the element zm k1

 

describes the importance of the location compo-
nent for the kth variable on the mth axis of a 
classical MCA plot. Therefore, the overall location 
component of the categories of the kth variable 
can be determined by calculating m

m
mz k=∑ 1

2
1 .

If this component is significant, then there is 
a significant variation in the location of those 
categories. The quadratic component of the cat-
egories can be calculated by m

M
mz k=∑ 1

2
2  which 

reflects the spread of the categories of the k.th 
variable. The case for p=2 and both variables 
ordered, uses two sets of orthogonal polynomials 
(Beh, 1997; Lombardo & Beh, 2010).

Using the HD implies computing the singular 
vectors for the individuals and orthogonal poly-
nomials for the ordered categorical variables. 
Therefore, the total inertia of the contingency table 
is not only partitioned into polynomial compo-
nents, but can also be partitioned into m singular 
values and singular vectors. To test for statistically 
significant components in the decomposition 
of the total inertia using Z, the mathematical 
equivalence between the inertia and the Pearson 
chi-squared statistic is considered. In fact, Bekker 
& de Leeuw (1988) show that the total sum of 
squares of the Burt matrix can be written as the 
sum of squares of all non-diagonal sub-matrices 
plus the sum of squares of all diagonal matrices. 
Note that the sum of squares of a diagonal matrix 
of the Burt matrix equals its trace and the sum of 
squares of a non-diagonal sub-matrix equals the 
Pearson chi-squared statistic divided by n. So the 
total sum of squares of the resulting matrix can 
be expressed in function of the element of the Z 
matrix and it can be shown that is asymptotically 
chi-squared distributed (for details see Lombardo 
& Meulman, 2010).

Under similar conditions, due to the relation-
ship between the bivariate moment z m vk

2
( )

 and 

the eigenvalue lBm , we assume the bivariate mo-

ment values are chi-squared distributed as well.
As the hybrid partition involves singular 

vectors and polynomial components, the inertia 
can be partitioned in terms of linear, quadratic 
and higher order components. In fact, one of the 
main advantages in OMCA is that not only the 
total inertia, but also the inertia associated with 
the m.th singular vector can be partitioned into 
the sum of squares of the bivariate moments. As 
shown before, these are defined by the elements 
of the matrix Z’Z. Differently from the matrix of 
singular values, the matrix Z’Z is not diagonal. 
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The non-zero off-diagonal associations between 
the row and column categories allow us to iden-
tify important structures in the data not otherwise 
detected.

The inertia accounted for by the first axis is 
partitioned in terms of polynomials components, 
and establishing the relationship between lBm  

and z m vk

2
( )

, we can test the significance of the 

components. In practice, when the linear compo-
nent is dominant, then the representation using 
polynomials allows us to visualize the linear trend 
in the categories along the first polynomial axis. 
Unlike classical factorial analysis, the first and 
second polynomial axis are not necessarily the 
most important; for example, it may happen that 
the cubic or the forth polynomial is significant, 
while the linear and quadratic ones are not.

To display the association among variable 
categories and enhance the interpretation of the 
graphical display, a plotting system based on the 
orthogonal polynomials is employed. In these 
plots the dimensional style of interpretation is 
always valid. This applies to one axis at a time 
and consists in using the relative positions of one 
set of points on an axis giving the dimension a 
conceptual name. First, we will focus on the 
representation of the categories.

To compute category coordinates related to 
the Z matrix, we consider the super-matrix of 
orthogonal polynomials the computed coordinates 
for the categories in OMCA are identical to the 
coordinates obtained from a classical MCA. As 
consequence the interpretation of plots do not 
change: those categories that do not contribute 
to the association between the variables, will lie 
close to the origin of the correspondence plot, 
similarly, the distance of category points further 
from the origin indicates the relative importance 
of that variable to the association structure of the 
variables.

One of the possibilities of standard MCA is 
to represent categories and individuals simulta-
neously in the same map; but, if the number of 

objects is very large, the joint plot does not give 
a very clear display of the association between 
individuals and categories. The standard graphical 
display, which uses standardized coordinates for 
the individuals, leads to a scatter of points with 
very often no apparent pattern or structure (except 
for the so-called horse-shoe that points to a very 
dominant first dimension). Therefore, coordinates 
for individuals are often left out from a multiple 
correspondence analysis. Unlike classical MCA 
coordinates, the object coordinates obtained by 
using orthogonal polynomials are automatically 
arranged in distinct clusters, thereby giving a 
simple structure and classification of the objects. 
Assuming that all variables consist of the same 
number of ordered categories (as in data consisting 
of Likert items) such that jk=j for all k=1,2,…,p, 
and that these categories are assigned equivalent 
scores to reflect the ordinal structure of the vari-
able they belong to, the OMCA objects plot will 
consist of j clusters of objects. This particular 
feature makes very attractive OMCA to monitor 
(dis)satisfaction of each customer cluster in dif-
ferent time or spaces.

An Application: Customer 
satisfaction in Health Care services

The data concern a survey on the perception of 
various aspects of quality in an hospital in Naples, 
Italy, they can be seen as warning system data 
concerning the risk of poor quality services. The 
recent crisis in the public health system (wel-
fare) calls for the necessity of deep human and 
technological restructuring, to improve customer 
satisfaction, and to recover efficacy and efficiency 
of health services. The health service, as utility 
towards the public, is of highly relevant social 
interest. The more reliable models for quality of 
service developed within a scientific framework 
agree on the necessity of a precise recognition of 
the fundamental perceptive dimensions on which 
the customer/patient bases his or her judgment 
of the quality of particular health services. For 



250

Data Mining and Explorative Multivariate Data Analysis for Customer Satisfaction Study

the study of patient satisfaction, the theoretical 
models propose a system of five aspects of quality 
that can be distinguished. These are tangibility, 
reliability, capacity of response, capacity of as-
surance, and empathy. In the present application 
of OMCA, we focus on data collected in a study 
at the Second University of Naples, in June 2008. 
Patient satisfaction was measured by the so-called 
SERVPERF instrument, we used the questionnaire 

version presented by Babakus & Mangold (1992). 
The SERVPERF questionnaire was originally 
developed in a marketing context, and it measures 
the perceived quality of some important aspects 
of the quality of a particular service, using a re-
sponse scale with ordered categories numbered 
from 1 to 5. In the health care context, “tangibil-
ity” refers to the structural aspects, “reliability” 
to trust and precision, “capacity of response” to 

Table 1. Decomposition of the first two non-trivial eigenvalues and chi-square tests 

Variable Component z vk

2
1( ) χ2 z vk

2
2( ) χ2 d.f.

Tangibility Location 0.104 73.230*** 0.030 2.093 8

Dispersion 0.000 0.328 0.051 35.956*** 8

Skewness 0.001 0.362 0.008 2.398 8

Kurtosis 0.002 1.567 0.000 5.936 8

Reliability Location 0.140 98.781*** 0.000 0.282 8

Dispersion 0.000 0.219 0.099 69.999*** 8

Skewness 0.001 0.368 0.003 2.217 8

Kurtosis 0.000 0.038 0.000 0.033 8

Capability of Re-
sponse

Location 0.153
107.539***

0.002
1.154

8

Dispersion 0.003 1.950 0.131 92.568*** 8

Skewness 0.001 0.523 0.008 5.806 8

Kurtosis 0.000 0.027 0.002 1.748 8

Capability of Assur-
ance

Location 0.151
106.328***

0.002
1.106

8

Dispersion 0.005 3.313 0.119 84.106*** 8

Skewness 0.001 0.529 0.013 9.315 8

Kurtosis 0.001 0.454 0.000 0.011 8

Empathy Location 0.143 101.009*** 0.003 2.094 8

Dispersion 0.003 2.242 0.093 65.398*** 8

Skewness 0.001 0.615 0.016 11.082 8

Kurtosis 0.002 1.665 0.000 0.020 8

Total 0.711 501.088*** 0.558 393.320*** 160
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emergency ready ward, “capacity of assurance” 
to competence and courtesy, and “empathy” to 
personal attention towards the patient. The data set 
consists of 705 patients, and 15 variables (Likert 
items), each having five ordered categories. Three 
items measure “tangibility” (Tang), three measure 
“reliability” (Rel), four items measure “response 
capacity” CRes), three “capacity of assurance” 
(CRas), and two “empathy” (Emp). As a composite 
measure for each of the five quality aspects, the 
respective medians for Tang, Rel, CRes, CRas, 
Emp were computed. To study patient satisfaction 
with respect to the five aspects, both MCA and 
OMCA have been applied to the median values 
across subsets. Categories of these composite 
variables will be indicated by the label number, 
for example, the composite responses “tangibil-
ity” on a five point scale are denoted by Tang1, 
Tang2, Tang3, Tang4 and Tang5. As previously 
discussed, to reflect the ordinal structure natural 
scores have been transformed in four orthogonal 
polynomials.

Using multiple correspondence analysis, the 
total inertia is 4.0, removing the redundancy in 
the p indicator matrices, since each row sums up 
to 1. The first two eigenvalues are λB

2 0 711= .  

and λB
2 0 558= . , which are decomposed and 

tested in Table 1.
The graphical results obtained by OMCA are 

given in Figure 1a, b. The display consists of two 
panels. Figure 1a depicts the association across 
the 25 response categories of the five quality 
aspects. This representation is the same for MCA 
and OMCA. The plot shows that a low satisfaction 
level (response category 1) for one quality aspect 
is associated with a low level of satisfaction for 
the other quality aspects. Reversely, an aspect 
being judged as excellent (with response catego-
ry 5) is associated with excellent ratings for the 
other aspects. Figure 1b shows the five classes of 
points for the 705 hospital patients who partici-
pated in the study. The horseshoe shape of the 
configuration of the coordinates suggests that 
there is a dominant one-dimensional structure in 
the data, which implies that the variables are very 
homogeneous (van Rijckevorsel, 1987). By ap-
plying OMCA, the total inertia representing the 
association between the variables, may be further 
partitioned into the sum of squares of the z m vk

2
( )

 

values. Although the OMCA results for the cat-
egory coordinates will not differ from those ob-
tained by MCA, the OMCA results give further 

Figure 1. a: Graphical displays of response categories in overall hospital; b: Graphical displays of 
patients in overall hospital
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insight into the structure of the association between 
the variables.

But now consider Figure 1b), the OMCA 
representation for the patients. It is clear that there 
are five distinct clusters of patients, each associ-
ated with one of the five categories that form an 
ordered variable. It is evident that those in cluster 
A have an overall poor judgment of the quality 
of their hospital, while cluster E clearly shows 
those patients who gave an overall excellent rat-
ing to the hospital services. In fact, to better un-
derstand how dominant each of the response 
categories is, Table 2 shows the distribution of 
the patients over the five clusters representing an 
overall judgment from poor to excellent. This 
distribution shows that about the 72.3% of the 
patients evaluate the services in the hospital of 
middle-high quality, the 13.6% of the respondents 
qualified the services in the hospital of very-high 
quality. At the other end of the scale, only the 
9.4% of the patients responded that the quality of 
the services was poor. Such an overall rating of 
the hospital services is not easily obtained when 
performing classical MCA. Thus the use of OMCA 
has a major advantage for this particular data set: 
we can easily monitor the overall (dis)satisfaction 
with the health care services the hospital provides. 
This advantage generalizes to other situations 
where ordered categorical variables or Likert items 
are involved.

By partitioning the total inertia on the basis of 
these polynomials, it is possible to determine the 
dominant variables in the plot for the category 

points, and also the dominant sources in each 
variable. Table 1 provides a summary of the 
components that reflect the first four moments 
(location, dispersion, skewness and kurtosis) of 
each variable, and their contribution to the first 
and second principal axis of the MCA and OMCA 
plot. The statistically significant components are 
identified at three levels of significance: 0.01 
(***), 0.05 (**) and 0.10 (*). The total degrees 
of freedom are equal to d.f.=160.

Table 1 shows that the variation between the 
categories of each variable is best explained in 
terms of the differences in their location and disper-
sion: the location component explains 97.1% of the 
inertia accounted for by the first dimension, while 
the dispersion component accounts for 88.4% of 
inertia accounted for by the second dimension.

These values of inertia accounted for can be 
further partitioned to identify those variables that 
dominate the solution for each dimension. If one 
considers the chi-squared inertia’s for each dimen-
sion, in Table 1 the percentage of patients that lie 
in each of the 5 clusters in Figure 2bTangibility 
accounts for 15% of the first principal inertia. 
Similarly, Reliability, Capability of Response, 
Capability of Assurance and Empathy contribute 
to 19.8%, 22.1%, 22.2% and 20.9% to the first 
principal axis, respectively. Similarly, for the 
second principal axis of Figure 1a), these vari-
ables contribute to 14.3%, 22.0%, 31.5%, 21.7% 
and 10.5%, respectively, to the inertia accounted 
for. For this two-dimensional representation of 
the association among the categories, we can 
therefore determine that Tangibility, Reliability, 
Capability of Response, Capability of Assurance 
and Empathy account for 15.9%, 18.3%, 25.6%, 
24.6% and 20.1%, respectively, of the total varia-
tion between the variables. This result indicates 
that the patients consider that the most important 
aspect of quality is the hospital staffs capability 
to respond to the patients’ needs, while tangibility 
is the least important factor.

To underline the usefulness of the technique, 
a further analysis of the same data is considered, 

Table 2. Distribution of hospital patients over 
each of the five clusters in Figure 1b

Cluster % of Patients in Cluster

E 13,6%

D 41,7%

C 30,6%

B 4,7%

A 9,4%
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focusing on the patients within the gynecology 
division of the hospital. We investigate the percep-
tion of the same five quality aspects, but now only 
for this subset of patients, with n= 216. The 
graphical results are given in Figures 2a/2b. Fig-
ure 2a depicts the association between the 25 
categories explaining the quality aspects, now 
judged only by a subgroup of the patients. As 
before, the display of the response categories is 
the same for MCA and OMCA.

In Figure 2b we consider the graphical display 
of the 216 patients of the gynecology division. As 
already underlined this display is useful only in 
OMCA, we can clearly distinguish five clusters 
of patients who were automatically classified 
with respect to their overall rating of the quality 
aspects from excellent (class E) to poor (class A).

The percentages of the subgroup of gynecol-
ogy patients that lie in each of the five clusters are 
reported in Table 3. In the gynecology division 
we observe that the percentage of patients who 
found that the hospital offered very poor quality 
services is 9.7% (table 2), similar than that from 
the overall patients. Furthermore, about 15.3% of 
patients of gynecology thought that the hospital 
division offered excellent quality services, this 

percentage is greater than that from the overall 
patients, and only 12.5% of the patients rated 
the hospital division services as bad-middle/
bad. These unit percentages can represent early 
warning system data that help to identify at-risk 
customers/consumers and suggest for more timely 
interventions to improve service quality.

bOOsTING REGREssION 
TECHNIqUEs

In the framework of customer satisfaction stud-
ies, when the aim is to point out the dependence 
relationships between quantitative and qualita-
tive indicators then predictive and regressive 

Figure 2. a: Graphical displays of response categories in gynecology division; b: Graphical displays 
of patients in gynecology division

Table 3. Distribution of gynecology patients over 
each of the five clusters in Figure 2b

Cluster % of Patients in Cluster

E 15.3%

D 36.1%

C 36.1%

B 2.8%

A 9.7%
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techniques as Boosting regressions can reveal 
their utility to examine causes of (dis)satisfaction.

Boosting is one of the most powerful learn-
ing ideas introduced in the last ten years (Hastie, 
Tibshirani & Friedman, 2001; Friedman, 2001). 
The possibility of this boosting procedure comes 
with the availability of large data sets where one 
can set aside part of it as the test set, or use cross-
validation based on random splits, or use the cor-
rected AIC criterion as a computationally efficient 
approach for the number of boosting iterations. 
It was originally designed for classification and 
regression problems. When boosting methods for 
regression are implemented as an optimization 
using the squared error loss function, they are 
called L2 Boosting (Buhlmann & Yu, 2003). L2 
Boosting also characterizes PLS regression and 
its generalizations (Durand, 2008) as it will be 
discussed in the following section.

As a matter of fact simple variants of boosting 
with L2 Loss have been proposed in literature 
(Buhlmann & Yu, 2003; Buhlmann & Hothorn, 
2007). Like other boosting algorithms, L2 Boost 
is an additive combination of simple functions of 
estimators and iteratively uses a pre-chosen fitting 
method called the learner. L2 Boost is based on 
the explicit expression of refitting residuals. The 
improved performance through boosting of a fit-
ting method, called the learner, has been impres-
sive. It describes a procedure that combines the 
outputs of many “weak” model to produce a 
powerful model “committee”. As proven (Buhl-
mann, 2006), L2 Boosting for linear model yields 
consistent estimates in the very high-dimension-
al context. To explain boosting, as functional 
gradient descent techniques, consider the centered 

training sample � ,y Xi i i

n{ }
=1

 where y RÎ , and, 

X x x Rp= …( ) ∈1, ,  the task is to estimate an 

additive parametric function

F X h Xm m
m

M

m
M

m m, , ( , )α θ α θ ( ) =
=

=∑
1

1  

where M is the dimension of the additive model 
usually chosen for example by Cross-Validation, 
minimizing an expected cost

E C Y F X−

{ }( )  (1)

In order to ensure that the gradient method 
works well, the cost function is assumed to be 
smooth and convex in the second argument. In 
literature the most important cost functions are

AdaBoost cost function
C Y F Y F with Y( , ) ( , ) { , }= ∈ −exp   1 1

L2 Boost Cost function
C Y F Y F R( , ) {( , ) /= ∈2 2  with Y

Logit Boost cost function
C Y F YF withY, { , }( ) = + −( )



 ∈ −log exp2 1 2 1 1

When the cost function is the squared loss, the 
minimizers for the expected cost (1) are

F X E Y X x( ) = =[ / ] 

Estimation of such function from data can 
be done by a constrained minimization of the 
empirical risk

n C Y F Xt
n

i i
−

=∑ − ( )1
1 [ ]  (2)

applying functional gradient descent. The mini-
mizer of (2) is imposed to satisfy a smoothness 
or regularization constraint in terms of an additive 
expansion of learners (i.e. fitted functions) 
h(X, q) where q is an estimated parameter. For 
example least squares fitting yields

θ θ

U X i
n

i i mmin U h X, [ ( , )]= −=∑ 1
2  
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For some data � ,U Xi i i

n{ }
=1

 where U Un1, ,¼  
denote some pseudo-response variables which 
are not necessarily the original Y Yn1, ,¼

L2 BOOSTING ALGORITHM.
• -Step1 (initialization) Set m=1, given the 

data apply the base procedure yielding the 
function estimate F h Xm

U X
= =1(.) ( , ),θ

• Step 2 compute residuals U Y F Xi i

m

i= −  ( )  
per i=1,…,n and fit the real-valued base 
procedure to the current residuals

• Update

 ◦ F F X h Xm
m

i U X
+ ( ) = ( )+1 . ( , ),� �θ

• Step 3 (iteration) increase the iteration in-
dex m by one and repeat step 2 until a stop-
ping iteration M is achieved.

The algorithm repeats M-1 times the least-
squares fitting of residuals (pseudo-residuals) and 
seeks its improvements iteratively based on its 
performance on the training dataset (Friedman, 
2001). With one boosting step it has already been 
proposed by Tukey (1977) under the name “twic-

ing”. The base learner h X , θ( )  is usually a para-

metric function of X  whose aim is to capture 
nonlinearities and interactions. L2 boosting con-
structs additive regression models by sequen-
tially fitting a simple parameterized function (base 
learner) to current pseudo-responses as the least-
squares residuals.

We look at the L2 boosting methodology from 
a practical point of view. The practical aspects of 
boosting procedures for fitting statistical models 
are illustrated by means of the dedicated open-
source software package mboost in R. This pack-
age implements functions which can be used for 
model fitting, prediction and variable selection. 
It is flexible, allowing for the implementation of 
new boosting algorithms optimizing user-specified 
loss functions. The illustrations presented focus 
on a regression problem with a continuous re-

sponse variable. The mboost package provides 
infrastructure for defining loss functions via boost 
family objects. For regression with continuous 
response, we use most often the squared error loss, 
this loss function is available in mboost as family 
GaussReg(). In particular, we employ the glmboost 
function from the package mboost to fit a linear 
regression model by means of L2 Boosting with 
component-wise linear least squares. By default, 
the function glmboost fits a linear model (with 
optimal mstop = 100 and shrinkage parameter 
= 0.1) by minimizing squared error (argument 
family = GaussReg() is the default).

An Application: Evaluation 
of student satisfaction 
in Training Courses

To show the usefulness of L2 Boosting regression 
we consider the data set resulting from a survey 
on student satisfaction concerning training master 
courses of the University of “L’Orientale” of Na-
ples (October 2007). The questionnaire concerns 
the perceived quality of some important aspects of 
quality of training courses (Likert items), using a 
response scale with ordered categories numbered 
from 1 to 6 (for the questionnaire see Appendix 
A). The data set consists of 231 units, and 14 
variables (Likert items), each having six ordered 
categories. At first the data were transformed in 
rank to overcome the problem of scale typical 
of this kind of data. The response variable is the 
overall satisfaction on the course organization 
transformed in continuous variable. The predictors 
are given by the 14 items which consist of four 
subsets: process, teaching, materials and exercises. 
Each subset measures one of the four quality 
aspects. Seven items measure the “process” (P), 
four items measure “teaching capability” (D) and 
three items measure quality aspects of “material” 
(M). In particular we indicate with P2 the ques-
tion: “Is the number of teaching hours enough?”, 
P3: “Have been illustrated the contents of the 
course?”; P4: “Is the content of the course repeti-
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tive?; P5: “Have been respected the timetable of 
the course?”; P6: “Is the timetable adequate?”; 
P7: “has been the teaching method efficacious?”; 
P8: “Is the timetable suitable to learn the different 
subjects?”; D1: “Is the teacher in time?”; D2: “Is 
the teacher clear?”; D3: “Is the teacher capable to 
stimulate interest of students?; D4: “Is the teacher’s 
capacity of response exhaustive?;

M1: “Do you feel the didactic material clear 
and complete?”; M2: “Are the slides clear and 
complete?”; M3: “Is the additional didactic mate-
rial adequate?” (the questionnaire is reported in 
Appendix B).

Note that, by default, the mean of the response 
variable is used as an offset in the first step of the 
boosting algorithm. We center the covariates prior 
to model fitting. As mentioned above, the special 
form of the base learner, i.e., component-wise 
linear least squares, allows for a reformulation of 
the boosting fit in terms of a linear combination 

of the covariates. The estimated coefficients of 
covariates are given in table 4.

thus 6 covariates have been selected for the 
final model. By the AIC criterion (Buhlmann, 
2006) we arrest at m=100 iteration, the most 
important predictors, which directly affect the 
satisfaction of students, result to be the process 
variables P7, and P3 concerning the teaching 
method and the contents of courses, it follows the 
material information M1, and P2, P3. Inversely 
we notice the predictor P4, concerning the re-
petitive content of courses (less repetitive they 
are more the students are satisfied). All the other 
predictors do not play any important role in ex-
plaining the student satisfaction (see Figure 3).

LINEAR AND NON-LINEAR PLs

When there is a low-ratio of observations to 
variables and in case of multicollinearity in the 

Table 4. The Coefficients 

Intercept P2 P3 P4 P5 P6 P7 P8

-0.205 0.021 0.196 -0.019 0.000 0.000 0.237 0.021

D1 D2 D3 D4 M1 M2 M3

0.000 0.000 0.000 0.000 0.033 0.000 0.000

Figure 3. The predictor coefficients using the glmboost function
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predictors, the problem to evaluate the Customer 
Satisfaction, in function of a large set of pre-
dictors (concerning tangible aspects, operator 
professionalism, organizations, information/ 
communications, etc., of public services) can be 
properly faced by linear and/or non-linear Partial 
Least Squares (PLS, Wold, 1966; Tenenhaus, 
1998; Durand, 2001; Lombardo Durand & De 
Veaux, 2009).

As recently pointed out (Durand, 2008; Lom-
bardo Durand & De Veaux, 2009), the classic 
linear PLS regression belongs to the framework 
of L2-boosting methods, when the base learner 

h X , θ( )  is expressed by the latent variable

� ,t h X Xj
p j j= ( ) = =∑θ θ

1 , with θ∈ Rp . In fact, 

PLS components that are linear compromises of 
pseudo-predictors built from centered design 
matrices, are based on the explicit refitting of 
residuals.

With a focus on observational data, originating 
from customer satisfaction research, we enhance, 
among different PLS regressions (Wold, Kettaneh, 
& Skagerberg, 1989; Wold, Martens & Wold, 
1983; Tenenhaus, 1998; Bastien, Esposito Vinzi, 
& Tenenhaus, 2005; Esposito Vinzi, Guinot & 
Squillacciotti, 2007), non-linear PLS regression 
techniques (Durand, 2001; Durand & Lombardo, 
2003, Lombardo, Durand & De Veaux, 2009). The 
aim is to evaluate the dependence between the 
satisfaction of customers and explicative variables 
which capture quality aspects of a service.

At the beginning one assumes that there exists 
an underlying linear relationship between response 
and predictor variables, but sometimes there is 
reason to doubt this assumption and a non-linear 
transformation of the variables might be useful to 
reveal the model underlying the data. So that non-
linear relationships (PLS via Splines, i.e. PLSS; 
Durand, 2001) and interactions among predic-
tors (Multivariate Additive PLSS, i.e. MAPLSS; 
Durand & Lombardo, 2003; Lombardo Durand & 
De Veaux, 2009) could drive at the choice of the 

model. To evaluate regression models of different 
complexities an heuristic strategy, consisting in 
increasing progressively the model parameters 
(degree and knot number) can be considered, as 
it often tends to work quite well giving a visually 
pleasing fit to a set of data.

In the framework of L2-boosting methods, we 
can say that PLS components, as linear compro-
mises of pseudo-predictors built from centered 
design matrices, maximize the covariance with 
the response variables. The function F, depending 
on the dimension M, is so defined

F X M M xj
p j j( , ) ( )= =∑ 1β  

Whenever the base learner h X m( , )q  is a non-
parametric function of predictors, like in PLS via 
Splines, in short PLSS, then the base learner 
becomes a linear combination of the transformed 
p r e d i c t o r s  b y  B - s p l i n e  f u n c t i o n s 

B X B Xj j
r
j j
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where s Xj j( )  is the coordinate spline function 

measuring the influence of the predictor X j  on 
the component. The dimension of the base 
learner increases, it passes from p (of linear mod-
els) to r rt

p
i= =∑ 1

Furthermore when bivariate interactions are 
incorporated into the PLSS model, as in MAPLSS, 
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Where s X X
j j

j j
,

'
' ( , )  is the bivariate spline 

function of the interaction between X j  and X j '

. So the base learner (latent variable t) is a sum 
of univariate and bivariate spline functions. Fur-
thermore when the learner is a linear combination 
of smoothing splines (Durand & Sabatier, 1997; 
Durand, 2001; 2008; Durand & Lombardo, 2003; 
Lombardo, Durand & De Veaux, 2009) the predic-
tion from all of them can improve consistently by 
capturing non-linearity and interactions properly.

DIsCRIMINANT PARTIAL LEAsT 
sqUAREs REGREssION MODELs 
AND sOME EXTENsIONs TOWARDs 
MULTIVARIATE ADDITIVE MODELs

PLS has been promoted in the chemometrics lit-
erature as an alternative to ordinary least squares 
(OLS) in the poorly or ill-conditioned problems. 
When the response variable is categorical, coded 
in a disjunctive form, we refer to the technique as 
Discriminant PLS (Tenenhaus, 1998; Lombardo, 
Tessitore & Durand, 2007). Whenever we use B-
spline transformations of predictors and include 
bivariate interactions between predictors, we 
perform non-linear Discriminant PLS regres-
sion (Lombardo & Durand, 2005).

Before presenting an application of non-linear 
discriminant PLS regression, a brief description 
of the techniques is due.

Let Y Y Y q= …[ | |1 ] be the categorical n×q 
response matrix, coded in disjunctive form, where 
a column expresses an ordered category, and let 
X X X p= …[ | |1 ] be the n×p matrix of the 
predictors observed on the same n statistical units. 
In the non-linear context of PLS via Spline (PLSS; 
Durand, 2001), the X design has been replaced 
by the centered supercoding matrix B obtained 
by transforming the predictors through a basis of 
B-spline functions. PLSS is defined as the usual 
linear PLS regression of Y onto the space spanned 

by the centered coding matrix B (new design 
matrix).

The PLSS regression can be viewed as a pro-
jection of response variables Y Y Y q= …[ | | ]1  
on latent structures (component scores from 
transformed predictor matrix by B-spline func-
tions) that are of maximum covariance with Y. It 
constructs a sequence of centered and uncorre-
lated exploratory variables, i.e. the PLSS compo-
nents t Y M1, ,¼ , in three steps (refer to Durand, 
2001, for a formal description).

Given the centered main effects coding matrix 
we get PLSS(X,Y)=PLS(B,Y) where the latent 
variables from B are of maximum covariance with 
Y. The PLSS regression, like PLS, is:

• efficient in spite of low ratio of observa-
tions on column dimension of B.

• efficient in the multi-collinear context for 
predictors (concurvity)

Furthermore, using B-spline basis functions, 
PLSS permits:

• to treat with continuous and categorical 
variables

• to be robust against extreme values of pre-
dictors (local polynomials).

• to evaluate non-linear relationships through 
main effects additive models.

The response Y j  is modeled as a sum of uni-
variate spline functions transforming the set K1

of the retained predictors.
The non-linear PLSS model for the generic 

response can be so expressed
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Where s X Aj
j
i

j
( ( ))b  is the B-spline function 

expressing the main effect of xi on the fitted re-
sponse, also called the coordinate function of the 
predictor. The PLSS generalization towards mul-
tivariate predictors, called Multivariate Additive 
PLSS, i.e. MAPLSS (Lombardo, Durand & De 
Veaux, 2009) enhances the variable predictive 
power of PLSS including interaction terms. The 
MAPLSS model allows to include interesting 
interactions as predictors.

This kind of decomposition is particularly 
suitable to investigate in predictive models and 
identify the particular variables that enter into the 
model, whether they enter purely additively or 
are involved in interactions with other variables.

The use of interaction terms means looking for 
functions of two or more variables. The interac-
tion degree depends on the number of variables 
involved in the analysis. We define the design 
matrix B from univariate and multivariate B-
splines (tensor product of two or more functions). 
The MAPLSS model for the response j has been 
presented by using the ANOVA decomposition 
(Lombardo, Durand & De Veaux, 2009).
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where K1  and K2  are index sets pointing out the 
main effects and the bivariate interactions, respec-
tively. The higher interaction order in MAPLSS 
implies dimension expansion of design matrix. 
The risk of overfitting related to an increasing 
column dimension for the new design matrix B 
is well supported by MAPLSS like the standard 
PLS method.

Thanks to B-spline properties, the new base 
learner capture non-linearity and interactions, the 
price to be paid being the extension of the dimen-
sion M. This is generally well supported by PLS 
except when capturing interactions where the 

explosion of the dimension needs an automatic 
selection of relevant terms stored in K2  set. In 
MAPLSS, we do an automatic selection of inter-
actions of degree two only, as it is true that mod-
els with interaction effects involving more than 
two variables become more difficult to interpret. 
This selection implies forward/backward phases 
which produce a sequence of models and estimate 
which one is the best, looking at a total criterion 
based on GCV index (Lombardo, Durand & De 
Veaux, 2009).

An Application: Evaluation of Patient 
satisfaction in Health Care service

To illustrate the usefulness of linear and non-
linear discriminant PLS we consider the data set 
resulting from a survey on sanitary service of the 
Second University of Naples (October 2004). 
The questionnaire instruments considered to 
investigate on the patient satisfaction (PS) in an 
hospital of south Italy (Aversa, CE, Italy) is the 
SERVPERF (Parasuraman et al. 1985) adapted 
at the hospital services (for the questionnaire see 
Babakus & Mangold, 1992). Let be the response 
matrix coded in disjunctive form. It collects the 
degree of satisfaction on the perceived experience 
in the hospital, in an ordered scale: from 1 (very 
bad quality, dissatisfaction, S1) to 5 (excellent 
quality, optimum level of satisfaction, S5), in 
function of 15 ordered predictor variables (Lik-
ert items), whose natural scale is also coded by 
integers from 1 to 5. The predictors observed on 
235 individuals are in relation with the five ser-
vice quality dimensions of services, which are: 
1) Tangibility with 3 items (T1, T2, T3); 2) Reli-
ability with three items (R4, R5, R6); 3) Response 
capacity with 3 items (C7, C8, C9); 4) Assurance 
capacity with 4 items (A10, A11, A12, A13); 5) 
Empathy with 2 items (E14, E15). The aim is 
to predict the patient dissatisfaction (PS degree 
equal to 1) given the judgement of patients on the 
previous service quality dimensions (in total 15 
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Likert items). Performing usual linear PLS, we 
read in Table 5 the PRESS and GCV values, the 
dimension retained is 1. PRESS(0.1,1) denotes the 
PRESS with 10 percent of the observations out 
and A=1. Clearly the GCV criterion, is a surrogate 
of PRESS, their similar values can make reliable 
analysis results, difference in values of GCV can 
be due to the tuning parameter, α, that should be 
properly determined. The reconstituted variance 
according to this component is only 63.7%.

Passing to PLSS models (Table 6 and Table 
7) we increase the goodness-of-fit and prediction 
of the models. In the present context of an opinion 
poll, the B-splines used to transform the predictors 
are local polynomials of degree 0 (piecewise 

constant functions) with 4 knots at (1.5, 2.5, 3.5, 
4.5).

Because no variable interaction was accepted 
in MAPLSS, we present the results of two differ-
ent multi-response PLSS models. First, with all 
the 5 satisfaction response levels at hand, Table 
2 shows the PRESS and GCV values, the dimen-
sion retained is 2. The reconstituted variance 
according to two components is increased to 
88.6%.

Looking at the correlation circle (figure 4) of 
the response categories, we note that S1 and S2, 
S4 and S5, are highly correlated. So we perform 
a second PLSS experience, where the Y response 
has three ordered categories (S1=very satisfied; 
S2=medium satisfied; S3=not satisfied) and re-
peat the analysis. Reading the PRESS and GCV 
values (Table 3, Figure 5), the dimension retained 
is 2. The reconstituted variance according to two 
components is improved, it is now equal to 99.8%.

In Figure 6 we illustrate the importance of the 
predictors on the dissatisfaction degree (S1) 
measured by the range of the coordinate functions. 
The first important variable is related with the 
response capacity dimension, in particular with 
item C9, the second and third ones concern the 
tangibility aspects (T3 and T1), etc.. The manage-

Table 5. First experience: Linear PLS 

GCV(α=3,1)=4.57”
PRESS(leaving out proportion=0.1,A=1)=4.51

dimension Y var. 
0.5490 
0.08821

2

Table 6. Second experience: PLSS, degree=0, 
knots=4 

GCV(5,2)=4.49
PRESS(0.1,2)=4.34

dimension Y var. 
0.5538 
0.33241

2

Table 7. Third experience: PLSS, degree=0 
knots=4 

GCV(8,2)=2.3042
PRESS(0.1,2)=2.1762

Dimension Y var. 
0.6605 
0.33841

2

Figure 4. First experience, correlation circle of 
response
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ment should take into account of the importance 
of variables in predicting the worst degree of 
satisfaction. In particular increasing attention 
should be paid at structure aspects (T3, T1), as 
well as at improving response and assurance 
capacities of professional operators (C9, A10).

CONCLUsION

The use of data mining has rapidly become 
widespread, with applications in domains rang-
ing from credit risk, fraud detection, counter-
terrorism, to marketing and decision making in 
customer-centric planning tasks. In all of these, 
data mining is increasingly playing a key role in 
decision making.

In this chapter the process of finding informa-
tion in large data sets has been addressed to study 
information on customers/consumers by database 
dealing with customers handled by the Consumer 
Affairs and Customer Relations contact centers 
within a company. In particular we have paid 
attention on customer satisfaction in services to 
persons of public utility, as training services and 
health care services.

Explorative multivariate data analysis tools 
have been proposed to study and predict customer 
satisfaction developing an early warning system 
data that identify at risk customers/consumers who 
show high dissatisfaction for the quality service. 
Ordered MCA has allowed to get for additional 
information about the structure and association of 
the ordered categories (Likert items), that charac-
terize CS questionnaires, and about the individuals 
who have been automatically clustered in so many 
clusters as the number of ordered categories.

Furthermore, boosting regression techniques 
(including PLS ones) have been particularly suit-
able to predict (dis)satisfaction of customers, in 
particular in presence of a large number of cor-
related variables, of predictors of mixed nature, 
permitting to get more accurate and parsimonious 
models. The applications on real data sets collect-
ing the satisfaction levels of customers in public 
services in function of a lot variables characterizing 
the service quality have permitted to appreciate 
the usefulness of the techniques as predictive and 
decision models.

Customer (dis)satisfaction data can help to 
provide “early warning system data” in order 

Figure 5. Second experience, correlation circle 
of response

Figure 6. Influence of the predictors on the dis-
satisfaction S1
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to identify at-risk customers and allow for more 
timely interventions in the optic of the total qual-
ity management.
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KEY TERMs AND DEFINITIONs

Learning Management System Data: Re-
porting tools that identify at-risk customers/con-
sumers and allow for more timely interventions.

Customer Interaction System: Information 
system on customers/consumers by database and 
data-warehouse dealing with customers handled 
by the Consumer Affairs and Customer Relations 
contact centers within a company.

Early Warning System Data: Produces 
signal for possible risks: for detecting fraud, for 

credit-risk evaluation in the domain of financial 
analysis, for detection of risks potentially existing 
in medical organizations (risk aversion of nurse 
incidents, infection control and hospital manage-
ment), to support decision making in customer-
centric planning tasks.

Risk Detection in Enterprises: Detecting 
fraud, credit-risk evaluation in the domain of 
financial analysis, in medical organizations (risk 
aversion of nurse incidents, infection control and 
hospital management), in customer-centric plan-
ning tasks for risk detection to lose customers.

Customer Satisfaction: The perceived qual-
ity by customers/consumers of different quality 
aspects of services.

SERVPERF: It is a questionnaire originally 
developed in marketing context, it measures the 
perceived quality of some important aspects of 
quality of a particular service (tangibility, reli-
ability, capacity of response, capacity of assur-
ance and empathy), using a response scale with 
ordered categories.

Ordered Multiple Correspondence Analy-
ses: Explorative and Confirmative Correspon-
dence Analysis for ordered categorical variables 
(Likert items).

Boosting Regression: Powerful learning 
regression techniques to handle huge datasets.

Discriminant non-linear Partial Least 
Squares: Dependence analysis between a cat-
egorical response and a large set of predictors 
transformed via spline functions. It is suitable 
when there is a low-ratio of observations to 
variables and in case of multicollinearity and 
nonlinearities in the predictors.
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APPENDIX

Table 8.

N Service Quality aspects Ordinal-scale (1=Min; 5= Max)

P2 “Is the number of teaching hours enough?” bad 1 2 3 4 56 excellent

P3 “Have been illustrated the contents of the course?” bad 1 2 3 4 5 6 excellent

P4 “Is the content of the course repetitive? bad 1 2 3 4 5 6 excellent

P5 “Has been respected the timetable of the course?” bad 1 2 3 4 5 6 excellent

P6 “Is the timetable adequate?” bad 1 2 3 4 5 6 excellent

P7 “Has been the teaching method efficacious?” bad 1 2 3 4 5 6 excellent

P8 “Is the timetable sufficient to learn the different 
subjects?”

bad 1 2 3 4 5 6 excellent

D1 “Is the teacher in time?” bad 1 2 3 4 56 excellent

D2 “Is the teacher clear?” bad 1 2 3 4 56 excellent

D3 “Is the teacher capable to stimulate interest of 
students?

bad 1 2 3 4 56 excellent

D4 Is the teacher’s capacity of response exhaustive? bad 1 2 3 4 56 excellent

M1 “Do you feel the didactic material clear and com-
plete?”

bad 1 2 3 4 56 excellent

M2 “Are the slides clear and complete?” Bad 1 2 3 4 56 excellent

M3 “Is the additional didactic material adequate? Bad 1 2 3 4 56 excellent
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AbsTRACT

Price promotions have been largely dealt with in the literature. Yet there are just a few generalizations 
made so far about this powerful marketing communication tool. The obvious effect, that all authors who 
have studied price promotions emphasize, is quantity increase during price promotions. Inference studies 
about the decomposition of the sales promotion bump do not converge to a generalization or a law, but 
end in radically different results. Most of these studies use consumer panel data, rich of demographical 
characteristics and consumers’ purchasing history. Companies that use such data, available from market-
ing research industry, usually complain that data is old and expensive. The authors start with literature 
review on price promotions in which they present existing models based on consumer panel data (Bell, 
et al., 1999; Mela, et al., 1998; Moriarty, 1985; Walters, 1991; Yeshin, 2006). Next they present existing 
POS analysis models and compare their findings to show the high level of heterogeneity among results. 
All existing models are based on powerful databases provided by professional research institutions (i.e. 
Nielsen or IRI) that usually cover the whole market for the analysed brand category geographically. The 
authors next apply existing models to find which best suits data available for Slovenian FMCG market. 
They show two models analysis – quantity (SCAN*PRO) and market share (MCI) and their power for 
explanatory and forecasting research using POS data. Having dealt with more than 30 brand categories 
within a wider research, they conclude that the models developed are usable for a fast decision making 
process within a company, but their exploratory power is still poor compared to panel data.

DOI: 10.4018/978-1-61692-865-0.ch014
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INTRODUCTION

In the past 30 years marketing expenditures’ 
monitoring is gaining a great deal of attention 
from academia and practitioners. Traditionally is 
the marketing budget among the first to be cut in 
crisis times, mostly because of lack of account-
ability and standardization of metrics. In terms of 
costs, price promotions rank high in marketing 
budgets (Mela et al.,1997) and since more than 
90% (Abraham & Lodish, 1987) of FMCG (fast 
moving consuming goods) are sold on promotions, 
it is natural that a great part of marketing research 
is being spent on methods of price promotions ac-
countability. Price promotions are also perceived 
to be the most powerful short-term marketing tool 
and, unfortunately, also the easiest to copy from 
the competition.

Brand managers, facing the shrinking of 
funding for their brands’ marketing support, are 
striving to develop models that would help them 
determine the best price promotions strategies 
and supporting activities.

Even though price promotions are such a 
powerful tool, useful models have only started to 
appear in research papers since the year of 2000. 
van Heerde et al. (2001) and Bucklin & Gupta 
(1999) claim the reasons for such late researchers’ 
interest for price promotions to be:

1.  Lack of brand managers’ time;
2.  Undeveloped information technology for 

large scale analysis;
3.  Unwillingness of brand managers’ to search 

for accountability of their actions, that would 
shed light on marketing (brand) managers 
performance;

4.  Data unavailability; and
5.  Price concerns.

The three real problems (point 2., 4. and 5.), 
are successfully overcome, with the exponential 
development of computer processors’ power and 
data storage capacities. Thus from year 2000 on 

several models of price promotions effectiveness 
and efficiency have been developed. In terms of 
data used, price promotions models can be sub-
divided into three categories:

1.  Models that use consumer (households) 
panels;

2.  Models that use store panels and;
3.  Models that use scanner level data on a store 

level.

Consumer panels’ models (mostly basing on 
probability choice models) have been historically 
developed first. Such models can analyze a great 
deal of information (heterogeneity of consum-
ers, heterogeneity of brands, and heterogeneity 
of stores). Their negative side is represented by 
their cost and data availability. The same is true 
for store panels.

It has been no more than a decade from the 
development of first scanner level data models, 
which use secondary data (POS scanner) to ana-
lyze price promotions. Models that use scanner 
level data have the advantage of being cheaper 
to use (once developed) and promptly available 
for decision making as data for model tuning is 
readily available within each retailer’s informa-
tion database. On the down side of these models 
is lack of consumer data, making them unusable 
for consumer heterogeneity analysis, and also store 
heterogeneity analysis as data from competitors’ 
stores are unavailable for analysis.

In our paper we present two models (a share 
model and a sales model) that use scanner data 
to analyze price promotions effectiveness. We 
prove that some generalizations resulting from 
previous meta analysis (Assmus, et al., 1984; Bell 
et al., 1999; Bucklin & Gupta, 2000; Conchar, & 
Zinkhan, 2005; Tellis, 1988; van Heerde, 1999) 
can be done, while we also give support to some 
other research done with consumer panels.

This chapter is organized as follows. First we 
present the state of the art with main generaliza-
tions on price promotions and open questions. In 
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the next paragraph we present the data used and 
model the two frameworks. At the end findings 
are gathered and commented with future research 
proposed.

PRICE PROMOTIONs: 
sTATE OF THE ART

We divide the literature review into two areas:

1.  Research that analyzes long and short term 
effects of price promotions and

2.  Determinants of  price promotion 
effectiveness.

The most widely acknowledged generalization 
in terms of price promotions effects is of course the 
short term promotion increase in sales common to 
all research studied. But already when we look at 
price promotion elasticities, we find a great deal 
of variety even though same types of products, 
consumers and market situations have been ana-
lyzed. Steenkamp et al. (2005) and Srinivasan et 
al. (2004) for example found the elasticity to be 
(-)4 (meaning that an 1% decrease in price results 
in a 4% increase in quantities). On the other hand 
high volume products (Narasimhan, et al., 1996; 
Raju, 1992), highly concentrated segments (Bell 
et al., 1999; Jedidi et al., 1999), poorly advertized 
segments (Jedidi et al., 1999; Raju, 1992) and seg-
ments with few new products (Nijs, et al., 2001) 
show fairly different elasticities.

The total effect of sales promotions increase 
of quantities can be split into (van Heerde,1999; 
Blattberg et al., (1995):

1.  Increased consumption (Ailawadi & Neslin, 
1998; Assuncao & Meyer, 1993),

2.  Timing (incidence)– consumers start buy-
ing products before they do actually need 
to restock them (Bell, et al., 2002), and

3.  Brand switching (Krishna, 1994).

Shares among the three categories vary be-
tween authors: Gupta (1988), van Heerde et al. 
(2002) and Steenkamp (2005) show that around 
75% of the quantity increase during price pro-
motions has to be accounted to brand switching 
within same category of products, around 15% is 
category increase and 10% goes to timing. It is 
of course very important to know the source of 
the promotion sales quantity increase, especially 
for the retailer, as brand switching doesn’t really 
have an impact on retailer’s sales (or even has a 
negative impact – as consumer get the products 
they need for lower prices), while increase con-
sumption does. Shares between the three main 
categories of sales promotion effects are not fixed 
and vary between different papers. Table 1 shows 
the promotion effect split for different research.

The factors affecting such variations have been 
analyzed by Bell et al. (1999). Their findings are 
shown in Table 2. However an extensive research 
of the determinants still needs to be done.

Other, minor effects, of price promotions are:

4.  Pre-promotion dip (customers buy less in 
expectations of sales promotion period) 
(Macé & Neslin, 2004; van Heerde, et a., 
2004),

5.  Post-promotion dip (customers buy less after 
price promotion due to stocking at home 
(Macé & Neslin, 2004; Neslin & Schneider, 
1996; van Heerde et al., 2004),

6.  Store switching (Bucklin & Lattin, 1992), 
and

7.  Category switching (Walters, 1991).

While different authors study different effects, 
there is no sign of any generalizations for the 
above mentioned effects (i.e. some authors find 
great support for pre- and post- promotion dips, 
while other find none).

Authors use very different sources of data 
(consumer panels, scanner data, and store pan-
els) to study the effects in very different product 
categories. Another problem, why authors can’t 
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Table 1. Decomposition of the sales promotion increase. (Adapted from van Heerde (2005, 98)) 

Author Brand category Brand switching Timing Category increase

Gupta (1988) Coffee 84 14 2

Chiang (1991) Coffee 81 13 6

Chintagunta (1993) Yogurth 40 15 45

Bucklin & Gupta (1999) Yogurth 58 20 22

Bell et al. (1999) Margarine 
Soft drinks 
Sugar 
Paper towels 
towels 
Softeners 
Yoghurt 
Ice cream 
Chips 
Bacon 
Washing powder 
Coffee 
Butter

94
86
84
83
81
79
78
77
72
72
70
53
49

6
6
13
6
4
1
12
19
5
20
1
3
42

0
9
3
11
15
20
9
4
24
8
30
45
9

Average 74 11 15

Table 2. Factors affecting price promotion elasticity. (Adapted from Bell et al. (1999, 519)) 

Secondary demand Primary demand

Brand switching Demand Quantity Total

Factor Coef. p Coef. p Coef. p Coef. p

Category factors

Share of budget -.599 <.01 .001 n .148 <.01 -.409 <.01

No. of brands -.031 n .079 n .583 <.01 .278 <.01

No. of packagings .097 <.05 -.34 <.01 .386 <.01 .177 <.01

Storability .586 <.01 .105 n .486 <.01 .676 <.01

Differentiation -.196 <.05 .305 <.05 .295 <.01 -.01 n

Difficulty of purchase -.328 <.01 -.185 <.1 -.018 n .247 <.01

Frequency of purchase .003 n .097 n -.294 <.01 -.122 <0.5

Brand factors

Relative price -.099 <.05 -.027 n .016 n -.016 n

Price variability -.129 <.05 -.185 <.05 -.146 <.01 -.157 <.01

Frequency of promotions .025 n .028 n .025 n .074 n

Discount depth .076 n -.007 n -131 <.01 .035 n

Brand knowledge -.059 n .540 <.01 -.069 n -.016 n

Brand loyalty -.164 <.01 .096 n .191 <.01 -.022 n

Demographics

Income -.070 n -.025 n -.018 n -.066 n

Age -.087 <.10 -.043 n .044 n -.066 n

Level of education -.011 n .135 <.05 -.047 n .008 n
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confirm each other’s findings could be that other 
marketing variables (uncontrolled marketing set-
tings in their models) do have an impact on sales 
promotions effects. Up to date, there has been no 
research that accounted for all possible determi-
nants of heterogeneity. This area still needs to get 
greater research attention.

Long term effects of price promotions studies 
deal with even more difficult challenges such as 
random events that happen during the period of 
study. Research on this field can be categorized 
into three groups:

1.  Effects on sales and profits in the long 
run (Dekimpe & Hannsens, 1995, 2000; 
Martinez-Ruiz, et al., 2006; Nijs et al., 2001),

2.  Effects on consumers’ purchasing behavior 
(Blattberg, et al., 1981; Bucklin & Gupta, 
1992; Currim & Schneider, 1991; Gupta, 
1988; Neslin & Henderson, 1985), and

3.  Changing consumer preferences (Bawa & 
Shoemaker, 1987; Dodson, et al., 1978; 
Guadagni & Little, 1983; Ortmeyer, et al., 
1991).

Dekimpe & Hannsens (1995, 2000) and Nijs 
(2001) show that long term effects of most sales 
promotions is small. Only products in their early 
lifecycle could have a long term benefit from 
price promotions resulting in accelerated market 
penetration.

Lattin & Bucklin (1989) as well as Mayhew & 
Winer (1992) studied the impact on consumers’ 
purchasing behavior. They show that increased 
exposure to price promotions shifts reference 
prices from regular to promoted and decreases 
price promotions efficiency, due to decreasing 
difference between regular and promoted price 
(due to the necessity of lowering regular prices 
because of changing consumers’ perceptions).

Bawa & Shoemaker (1987) conducted a 
research on a large sample of customers before 
and after price promotion and found that user 
preferences for a brand is declining with increas-

ing price promotions, while non-user preferences 
are increasing. Same results have been confirmed 
by Walters & Rinne (1986), Kumar & Leone 
(1988), Walters & MacKenzie (1988) and Grover 
& Srinivasan (1992).

The second area of research is determining 
the factors that affect the effectiveness of a price 
promotion (Bell et al., 1999). Research done so 
far is very heterogeneous in terms of factors used 
and proved to affect the effectiveness of a price 
promotion. The only determinant always used is 
discount amount (in %) and does always statisti-
cally positively affect sales or market share (de-
pending on variable used as dependent). Already 
the deal effect curve (functional dependence of 
sales/market share on discount amount) can’t be 
generalized. van Heerde et al. (2001) using semi-
parametrical analysis prove it to be S-shaped, but 
that’s all that is known about it. Their research 
shows that small discount have no effects and a 
promotion threshold needs to be reached in order 
to get a marginal increase in sales. Same is true if 
an already hugely discounted item is discounted 
even more (they claim the reason for this to be 
saturation effect). Authors realize that there is 
no general type of deal curve, but they do not 
dig deeper into analyzing the determinants of its 
shape. Such an analysis would be very difficult 
to conduct in a real world as setting different 
discounts (while keeping other parameters equal) 
would fuzzy the consumer resulting in an unnatu-
ral behavior. Laboratory experimentation, as an 
alternative, also shows no results.

Beside the ever used discount amount, these 
are the determinants used in explanatory research 
for price promotions:

1.  Use of other marketing-communication tools 
(display, feature, advertising,…) (Blattberg 
& Wisniewski, 1989; Kumar & Leone, 1988; 
Woodside & Waddle, 1975),

2.  Determinants of product category (size of 
category, durability of products, consump-
tion speed, necessity of the product),
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3.  Brand determinants (relative price, price 
variability, price promotions frequency, 
loyalty, knowledge of the brand), and

4.  Consumer’s demography (income, age, level 
of education, …)

Different research shows that:

• Share of budget has a negative impact,
• Possibility of storage of the product at 

home has a positive impact,
• Necessity to buy the product has a positive 

impact,
• Price variability has a negative impact,
• Demographics has no impact,
• High market share brands are less elastic to 

price promotions,
• High market share brands have a greater 

impact on low market share brands
• Price promotion has an impact on brand 

awareness (positive) and perceived brand 
quality (negative).

Overall there is a general need of a more sys-
tematic approach to modeling price promotions, 
although our opinion is, that some findings will 
never be generalized, as there are too many factors 
affecting a consumer’s purchasing process to be 
all included into a finite model.

The remaining of the paper will show two 
models used on scanner panel data, that do ex-
ploratory research to confirm some generaliza-
tion on price promotions that have been done on 
consumer panel data.

scanner Data sales and share Model

Price promotions have been largely dealt with in 
the literature. Yet there are just a few generaliza-
tions made so far about this powerful marketing 
communication tool. The obvious effect that all 
authors who have studied price promotions noticed 
is quantity increase, during price promotions. 

Inference studies about the decomposition of 
the sales promotion bump do not converge to a 
generalization or law, but end in radically differ-
ent results. Most of these studies use consumer 
panel data, rich of demographical characteristics 
and consumers’ purchasing history. Companies, 
that use such data, available from marketing re-
search industry, usually complain that data is old 
and expensive.

At the turn of the millennium, information 
technology advances and an intensified struggle 
to focus marketing resources resulted in dramatic 
advances in POS data analysis. POS (point of 
sale) data is usually readily available in decision 
makers’ information systems, and it only needs 
to be stored properly thus offering the marketer 
an almost real-time assessment of their marketing 
activities allowing for fast adjustments.

Our study doesn’t deal with the forecasting 
power of POS data analysis models, but shows, 
if and how POS data can compete with panel data 
when doing exploratory research. Slovenia is 
still far behind developed countries (Holland and 
USA being the 1st) when we deal with marketing 
data availability, being also the only EU country 
without a consumer panel available for research. 
Advanced price promotion databases with POS 
data usually combine nationwide sales of each 
UPC (EAN) code available on the market within 
a category including marketing variables values 
per period (i.e. advertising activity, display ac-
tivity, features activity...), while in Slovenia this 
seems to be a problem at the company level. Our 
research builds a sales promotion effect model on 
relatively poor data from a single grocery chain. 
Such a model is usable for a decision maker within 
that company to adjust price promotion activities 
inside his company, ignoring competitive activity. 
We are well aware that cross store sales aren’t a 
neglectible factor when analyzing price promo-
tions, we offset with lower data gathering costs 
– virtually equaling zero as data is available inside 
the company’s information system.
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Data Used

The data we use is daily sales per EAN code ag-
gregated per week for 4 different FMCG (fast mov-
ing consumer goods): beer, water, tooth paste and 
tuna. We present different models – SCAN*PRO 
(Wittink, et al., 1988), van Heerde’s model (van 
Heerde et al., 2004) and a market share model 
(Steenkamp & Dekimpe, 2005), showing their 
power in explaining sales promotion effects. Fac-
tors used are price level of analyzed brand, price 
level of competitive brands, display and feature 
activity of analyzed brand, display and feature 
activity of competitive brands, brand power of 
analyzed brand (brand power being measured by 
a commercial model called PGM). Advertising 
activity levels aren’t available for Slovenian retail 
market in time series but only by advertiser’s funds 
spent per month (on different brands the advertiser 
carry), making the data unusable.

The collected data was raw files in.csv for-
mat from a major retailer’s internal database. It 
needed extensive manipulation (using SQL server 
2008, Excel and SPSS) to eliminate noise, clear 
incomplete data, filling in missing dates (such as 
holidays) with zeros. All data received was daily 
sales aggregated among four stores. We used 
simple SQL to aggregate it into weekly sales. 
Weekly sales contain much less noise, especially 
for products that have lower sales figures.

The Two Models

We’ve developed two models both basing on 
SCAN*PRO:

1.  Sales model (using relative increase in sales 
as dependent variable), and

2.  Market share model (using market share as 
dependent variable).

Pro and cons of both methods are extensively 
discussed in Besanko et al. (1998). The models (in 

their simplified versions) are defined as (Cooper 
& Nakanishi, 1996; Wittink et al., 1988):
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promotion, feature, display and other marketing 
variables dummies for the period t for brand I, 
other factors are regression coefficients.

The SCAN*PRO model, developed by Wit-
tink, et al. (1988), has more than 2000 commercial 
applications, some representative research using 
this model can be found here Foekens,et al.(1999), 
Christen, et al. (1997), Koppale, et al.(1999) and 
van Heerde et al. (2001)

In equation (2)Ai is attraction of brand i, Xki is 
the k-th marketing communication variable for 
brand i, fk is a positive monotone transformation 
of Xki, in our case a power function, si is the brand 
share for brand i. The market share model is an 
MCI model, alternatively one could use a MNL 
model (using exponential function as the mono-
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tone function). Results would be nearly the same 
with regression coefficients varying only a little.

Determinants Used

Both models analyze how different marketing set-
tings affect the dependent variable (market share 
or product sales). Different research use very dif-
ferent independent variables, but all use discount 
(or. price). For the remaining determinants we will 
modify the original SCAN*PRO model which uses 
also sales promotion tools (Table 3), by adding 
determinants of brand knowledge.

Having conducted a meta analysis of more 
than 50 models examining price promotions ef-
fectiveness and determinants, we came to a con-
clusion, that many models’ determinants are set 
based on data availability, which poses to be a big 
problem. Our data has been collected from an 
internal database of a major Slovenian retail chain. 
We analyzed 4 stores’ (out of more than 150, 
because other stores’ data didn’t meet the criteria 
of acceptable quality) daily sales of 30 product 
categories for a period of 1 year (2007). Data 
about non-price promotions activities was pro-
vided in a separate file (from strategic marketing 
department) and has been prepared manually, 
enhancing the possibility of human error. Data 

included catalogue promotion, special displays, 
different types of in-store promotions and perma-
nent promotions (such as every day low price…). 
Determinants of brand strength have been supplied 
as static data from PGM (product group manager) 
model – a cross-sectional research with time 
period 1 year based on Aaker’s (1991) and Keller’s 
(1998) brand equity models. The PGM model 
uses variables such as recognition, perceived 
quality, etc. to determine the strength of a brand. 
Given the fact, that it is the only brand equity 
measure available on Slovenian market that ana-
lyzes more than 8000 products, we had no choice 
but to use this model.

Advertizing data as an important determinant 
of price promotion effectiveness is unavailable on 
Slovenian market. There is a research (namely 
Mediana IBO) that shows EUR expenditure per 
month per advertiser based on TV time. Since 
such a research doesn’t show which brand is being 
advertised and shows no frequency/day data, it is 
useless for marketing dynamics analysis.

One of the major downturns of POS analysis is 
in its inability to include consumer heterogeneity 
and demographics in the analysis. On the other 
hand, POS models, as mentioned in the introduc-
tion, offer nearly real-time processing of the data, 
giving the brand manager a powerful tool for 

Table 3. Change of elasticity among loyal and non-loyal customers. (Adapted from Mela, et al. (1997, 
257-259) 

1% increase in % of change with loyal customers % of change with non-loyal customers

1. Mid-term effects Price Price promo-
tions

Non-price 
promotions

Price Price promo-
tions

Non-price promo-
tions

Advertizing n n n .15 n .10

Price promotions -.37 n n -1.20 .08 n

Non-price promotions .35 n n -4.37 N n

2. Long-term effects

Advertizing n n n .30 n .15

Price promotions -.61 n n -2.50 .11 n

Non-price promotions .57 n n -9.02 N n
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decision making, and it can be used as a proof of 
the power of marketing promotion activities. In 
fact, it was the unavailability of a consumer panel 
in Slovenia that has motivated us to analyze POS 
data for explanatory and forecasting purposes.

All the data from different sources was col-
lected and sorted in MS SQL 2008 and exported 
to SPSS format where it was analyzed statistically. 
Table 4 shows descriptive statistics for the data 
analyzed. A total of 435 time series of 365 days 
aggregated to 52 weeks have been analyzed split 
into four categories – beer, water, tooth paste and 
tuna. A typical hypermarket chain has several 
contemporary ongoing sales promotions (whether 
price inducted or non-price), however we only 
analyzed catalogue sales which last 14 days (only 
in the tuna category, there were some brands being 
put in a 30-90 days every day low price promo-
tions – thus the 16 days average length).

An average of 5 brands were promoted in each 
category (in reality there were more, but brands 
with a market share below 5% were eliminated 
from the analysis, because their time series were 
mostly filled with zeroes. An average brand was 
promoted 3-4 times in one year, topping 8 times 
with a tuna brand.

The models we propose are inference models. 
Initially we’ve conducted a preliminary univariate 
analysis presented in Table 5. Quantity sales in 
price promotion period (T) have been compared 
to sales in two periods (T-2), one period (T-1) be-
fore and one period (T+1) and two periods (T+2) 
after, where T-2 served as base sales. Brands with 
multiple promotion sales in the analyzed time span 
have been eliminated.

Table 6 shows t-test values for the above sta-
tistics showing statistically significant differ-
ences among period T and other periods, confirm-

Table 4. Descriptive statistics for the categories used 

Category No. of time series 
available

Av. length of price 
promotion

No. of promoted brands 
(promotions)

Average discount 
in %

Beer 154 14 6 (26) 7.22 
(4.89)

Water 135 14 4 (24) 10.01 
(5.03)

Tooth pasta 70 14 5 (13) 11.50 
(8.23)

Tuna 76 16 4 (24) 17.06 
(7.92)

Table 5. Univariate analysis of the price promotion

Category T-2 T-1 T T+1 T+2

Beer 1 1.01 2.64 1.55 1.17

(0) (0.22) (2.03) (0.72) (0.68)

Water 1 1.09 1.87 1.24 1.08

(0.17) (0.17) (0.64) (0.45) (0.41)

Tooth paste 1 1.19 3.75 1.16 1.20

(0) (0.56) (3.72) (0.73) (0.79)

Tuna 1.00 1.12 5.75 1.80 1.19

(0) (0.49) (6.50) (2.08) (2.03)
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ing the generalization that for all brand categories 
during the sales promotion period there is a short 
term increase of sales. T-test statistics between 
other periods (seeking for post- and pre- promo-
tions dips) show no consistence, thus from the 
univariate analysis it was impossible to determine 
the existence of any kind of pre- and post- promo-
tion dips.

In multivariate inference statistics we used 
several variants of the quantity and share models. 
The firstt model used was intended to test non-
price promotion tools effects. We used the model 
in equation 1:
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where βi is the regressor coeficient for the price 
variance (discount), is the regressor coefficient 
for catalogue sales, ln g2  is the regressor for 
instore promotion, ln g3  is the regression for 
EDLP (every day low price) and ln g4  is the 

regressor for a discount given for the use of loy-
alty card.

Results are shown in Table 7. In order to solve 
the equation 1, a log -log transformation has been 
applied to get a simple OLS regression equation:
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For γi, not being a continuous function, elas-
ticities can’t be calculated, but the values of the 
regressors shows conceptually a similar value.

Table 6. T-test statistics for the univariate analysis 

Category T-2 T-1 T T+1 T+2

Beer 1 
(p <.000)

1.01 
(p <.000)

2.64 1.55 
(p <.000)

1.17 
(p <.000)

Water 1 
(p<.000)

1.09 
(p<.000)

1.87 1.24 
(p<.000)

1.08 
(p<.000)

Tooth paste 1 
(p<.000)

1.19 
(p<.000)

3.75 1.16 
(p<.000)

1.20 
(p<.000)

Tuna 1 
(p<.000)

1.12 
(p<.000)

5.75 1.80 
(p<.01)

1.19 
(p<.000)

Table 7. Regression coefficients for the SCAN*PRO model 

Category βi lnγ1 lnγ2 lnγ3 lnγ4

Beer -2,90 0,146 -- --

Water -2,05 0,676 -- --

Tooth paste -3,28 0,497 0,165 -- 0,113

Tuna -1,34 0,988 -- 0,056 1,301
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Result show that a 1% increase in price would 
lower the quantities from 1, 34 (for tuna) to 2, 9 
(for beer). Catalogue has a positive impact, while 
other marketing promotion tools have positive 
(as expected) but non-significant effects. Due 
to the lack of single brand promotion frequency, 
the heterogeneity of brands couldn’t be taken 
into account. It is important to acknowledge, as 
we mentioned, that the elasticity β is not static 
and vary considerably with different discounts, 
its function taking an S-shape. Our β is an ag-
gregated average value. For forecasting purposes 
we propose to include a varying parameter for 
β - use semiparametric analysis to determine its 
value for different discounts, although we advise 
to use good data with plenty of different discount 
settings – a very difficult task to achieve. Our 
categories had a discrete distribution of discounts 
that in no way would be usable for such analysis.

brand Equity Factor

As a factor of brand heterogeneity we included 
into the equation brand equity factors from PGM. 
The new linearized equation is:
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where the new term δPGM represents a factor 
from PGM. We used several determinants of 
brand equity from the model, namely: awareness, 
knowledge, choice, usage, primary usage, index 
of success and power of the brand, the latest two 
being a linear combination of the former. Table 
8 shows the correlation matrix between the fac-
tors, making our choice of the factor easy – use 
whichever.

Model results are shown in Table 9. The last 
two factors have not been analyzed as being a 
linear combination of the former ones.

Our next task was to try to find out the decom-
position of the price promotion increase. We used 
a methor proposed by van Heerde et al. (2004) 
basing on a system of 4 equations:

OBS Xjt j i i
= +∑α β  

CBS Xt j i i
= +∑α β' ' ' in

TCS Xjt j i i
= +∑α β'' '' ''' ' '  

PPCS Xjt j i i
= +∑α β''' ''' '''' ' ' ,  (6)

where OBSjt means sales of brand j in time t (own 
brand sales), CBSt means cross brand sales in time 
t, TCSjt is total category sales and PPCSjt shows 

Table 8. Correlation matrix for the PGM factors 

Awareness Knowledge Choice Usage Primary usage Index of 
success

Power of 
the brand

Awareness 1 ,991 ,933 ,923 ,903 ,967 ,955

Knowledge 1 ,971 ,964 ,950 ,992 ,984

Choice 1 ,997 ,997 ,994 ,997

Usage 1 ,999 ,990 ,994

Primary usage 1 ,983 ,988

Index of success 1 ,998

Power of the 
brand 1
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the effect of price promotion pre- and post- promo-
tion period (pre- and post- category sales). The 
equation connecting the system is:

OBS = CBS + TCS + PPCS,  (7)

Where both OBS in TCS are defined as – (minus) 
sales. van Heerde et al. (2004) show that from 
equations 6 and 7 we get:

β β β βob j cb j ce j cp j, , , ,
= + + ,  (8)

In other words the effect on the brand equals to 
the sum of brand switching and category increase. 
For the purpose of the analysis all but 5 biggest 
brands have been eliminated from the analysis. 
Percentage increase in sales has been used as 
dependent variable, to normalize the differences 
in quantities sold per brand. Results are shown 
in Table 10.

As in other analyses different effects vary 
considerably, although it is within the boundaries 
of other studies. van Heerde et al. (2004) prag-
matically claim an even split of 1/3-1/3-1/3 be-

tween the three effects, a hazardous claim tough. 
For the retailer the most important regressor is 
the bce j,  that represents TCS (total category sales), 
while for brand managers, brand switching (when 
not cannibalization) is also an important determi-
nant of stealing customers to their competition.

To test more directly a possible presence of a 
pre- or post- promotion dip, we couldn’t rely on 
simple t-test statistics, but applied a time series 
analysis on daily data. We only did this for the 
beer category, as this category had far more daily 
sales than other categories analyzed, giving it a 
much better statistics than other categories.

Time series regression analysis (compared to 
normal regression analysis) requires a specific 
time-ordered equidistant data. Our interval was, as 
mentioned 1 day. We used ARMA modeling and 
found out (with PACF analysis) the model to be:

(1−L7)(1−φL)yt = μ + (1−L7)(1+θL)εt (9)

where L represents the lag operator (Lyt =yt−1). 
Equation 9 clearly shows that sales in time t are 
correlated with sales from 7 days ago and the day 

Table 10. Decomposition of the promotion sales increase 

Category bob j, bcb j, bce j, bcp j, bcb j, bce j, bcp j,

Beer 2,74 0,72 1,58 0,44 26,28% 57,66% 16,06%

Water 1,88 1,1 0,15 0,63 58,51% 7,98% 33,51%

Tooth paste 4,94 2,2 1,9 0,84 44,53% 38,46% 17,00%

Tuna 2,37 0,25 1,5 0,62 10,55% 63,29% 26,16%

Table 9. Regression coefficient d in equation 3

Product group Awareness Knowledge Choice Usage Primary usage

Beer -,411 -,266 -,066* -,041* -,482*

Water -,684 -,623 -,669 -,722 -1.037

Tooth paste ,155 ,316* ,749* ,--* ,--*

Tuna -,238 -,244 ,007* ,097* ,243*

Beer -,524 -,945 -1,43* -,845* --*
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before. A 7 days lag show a weekly pattern, while 
one day ago serves as normalization (if yesterday 
1000 cans were sold, it is unrealistic to expect 10 
or 100.000 to be sold today).

Applying the stochastic time series model to 
the deterministic variables we get the following 
regression model:

yt = μ + φ1yt−1+φ7yt−7+φ8yt−8+εt +θ1εt−1+θ7εt−7+
θ8εt−8+δNEWYEAR + ωSALESPt + ω1SALESPt−1
+ ω2 SALESPt−2+lTEMPERATURE  (10)

where yt represents sales of brand y in time t, 
dummy NEWYEAR represents all holidays (clos-
ing dates) in the given year, TEMPERATURE is 
the outside temperature and SALESP is the sales 
price in time t. The model is not aggregated and 
analysis has been conducted for each time series 
available in the beer category. Should there be 
any pre- or post- promotion dip, SALESPt−1 and 
SALESPt−2 would be statistically significant.

All coefficients are statistically significant 
except SALESP and SALESP(-1). After eliminat-
ing these two variables also SALESP(-2) became 
statistically not-significant, which confirms that 
no long-term effects are to be expected from sales 
promotions. A two days only effect could be seen 
as too short for any meaningful significance and 
could catch the post-promotion dip effect (dimin-
ishing of sales immediately after the price promo-
tion period due to stockpiling). We have tried to 
regress the sales by several lagged SALESP, none 
has significant statistics. By eliminating the terms 
SALESP(-1) and SALESP(-2) we get the equation:

yt = 164 + 0.96 ∙ yt−1+0.98 ∙yt−7−0.96 ∙ yt−8+εt−0.84 
∙ εt−1−0.85 ∙ εt−7+0.68 ∙ εt−8+609 ∙ NEWYEAR+132 
∙ SALESP + 4.93 ∙ TEMPERATURE (11)

R2 for the model in equation 11 was 0.67. It is 
of course beyond the scope of our research to draw 
any generalizations for post- and pre- promotion 
dips. Our research only confirms that daily sales 

data (estimated as too noisy in other papers) can 
give useful conclusions.

Our second model is an MCI share model. It 
has some advantages over the quantity model. 
MS models are an aggregation of individual-level 
logit models used for consumer panels (Berry, et 
al., 1995). Such models are also not vulnerable to 
seasonal changes, as market share has a far lower 
variation if any through the seasons in comparison 
to quantity sold (i.e. beer product category sales 
increase considerably during hot months, but 
market shares for different brands do not). This 
fact, eliminates all weekly and season dummies 
from the research.

Our model used log(price), catalogue sales (as 
dummy) and brands (as dummies) in the regression 
analysis. Findings are shown in Table 11.

MCI model has (compared to quantity 
SCAN*PRO model) an average increase of.20 in 
R2 giving it more accuracy. Our findings are that 
most of the brand specific dummies were statisti-
cally significant and their correlation with the 
PGM (any variable) was positive and statisti-
cally significant. The regressor for these dummies 
can be understood as the utility of each brand. 
For the same brand sold in different packaging 
sizes, bigger packages have a higher value of the 
regressor which is consistent, as the consumer 
gets more of the item, usually for less price/unit.

The MCI model also gives the possibility to 
analyze the asymmetry of effects between brands 
(if brand A is on sales promotion, how this affects 
brand B sales and vice versa). Research shows 
there is asymmetry (meaning that if brand A has 

Table 11. Regression coefficients of the MCI model 

Category Ln(price) Sig. Catalogue 
promotion

Sig. R2

Beer -1,948 .000 .380 .350 .830

Water -1.165 .000 .271 .000 .851

Tooth 
paste

-1,344 .000 .026 .507 .824

Tuna -1,958 .000 1.527 .000 .735
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a certain effect on brand B, when on sales pro-
motion, the effect is different on A when B is on 
sales). Asymmetry is gainful for powerful brands 
(brands that have higher brand equity affect lower 
brand equity brands more). The regressors from 
equation 11 show the following asymmetry among 
brands (tested for beer, milk and water).

In Table 12 a positive coefficient shows the 
effect of brand in row x on brand in column y 
(for example in beer category – brand 1 has an 
elasticity of 1,4 on brand 2 sales promotion mean-
ing that if price of brand 2 goes down by 1%, 
sales quantities of brand 1 go down by 1,4%). Of 
course the effects calculated is an average, again 
the cross-deal curve has an S-shape.

FUTURE REsEARCH

In our research we compared POS scanner data 
analysis with consumer panels. We show that most 
of the findings from consumer panel research can 
be analyzed also using POS data which is cheaper 
and more readily available than consumer panels 
(in-house vs. need to purchase a syndicated re-

search). We used two diffused models from econo-
metrics the market share model and the purchase 
quantity model (SCAN*PRO). Both of them are 
multiplicative regression models that are easily 
linearised and processed with regression analysis.

Our analysis represents one of the first steps 
in terms of use of scanner time series in price 
promotion analysis. As in consumer panels, the 
whole field of price promotion analysis needs 
consolidations. The research done by various 
authors is too different in terms of data used, 
categories analyzed, methodology used and 
results found. Except for a few generalizations 
(price promotion quantity increase and its three 
sources), most of papers’ results vary consider-
ably. A more systematic approach accounting for 
all known determinants, using more than just a 
few brand categories is needed. Such a research 
approach of course poses a great problem in data 
collection and its quality.

Much effort has been spent on researching 
grocery or FMCG products, but there are few (van 
Heerde & Bijmolt, 2005), studies that research 
durable goods. It is unclear if products developed 
on grocery products could be applied also to non-

Table 12. Cross-brand regressors 

Category beer

Brand 1 Brand 2 Brand 3

Brand 1 -9,73** 4,4** 8,34*

Brand 2 1,4* -6,1** 7,5

Brand 3 1,1* 1,3 -17,1**

Water

Brand 1 Brand 2 Brand 3 Brand 4 Brand 5

Brand 1 -2,118 - 3,21 3,7 5,2

Brand 2 - -55,52 12,3 6 6,6

Brand 3 7,028 5,12 -36,26 - 3,433

Brand 4 0,006 1,23 - -1,161 -

Brand 5 1,017 0,34 - 1,995 -4,13

Milk

Brand 1 Brand 2 Brand3

Brand 1 -1,6** 10,5** 4**

Brand 2 1,05* -0,55** ,9*

Brand 3 5,4** 2,36 -3,3**

* p<0.05
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grocery product categories. Our expectations are 
that deceleration effects (post promotion dips) are 
stronger than in grocery categories.

The current state of the art has been focusing 
on explanatory research, while forecasting models 
aren’t really yet usable, thus a (brand) managers, 
hasn’t yet been given a really usable tool for her 
decision making.

Determinants used in the current models are 
only a few (discount level, display, feature being 
among the most common). Other types of promo-
tions haven’t been extensively researched (such 
as rebates, bounded sales …).

Our research included brand equity as an 
alternative to brand heterogeneity in the scanner 
data models. The model used (PGM) is a very 
primitive brand equity model (as the reader can 
see most of the variables used in the model are 
highly correlated). Our rationale is of course that 
PGM is at the moment the only available model 
providing data for so many different product cat-
egories. In this field a more extensive research is 
needed, to find out which determinants of brand 
equity, does affect the effectiveness of sales pro-
motion the most.

At the end, no research has been conducted yet 
for web, online sales, which pose a special case 
in promotion analysis, due to its specific (click 
pass-through, e-mail effectiveness …) purchas-
ing process.

CONCLUsION

In this chapter we present two models for fore-
casting sales promotions effects based on given 
setting of initial determinants – the modified 
SCAN*PRO and the MNL model. Both models 
are useful for retailers before a price promotion 
actually starts to determine its total effect in terms 
of quantity or market share. In times, where price 
wars between big hypermarket chains are daily 
routine, managers start looking for basic profit-

ability of such promotions, as they can’t afford 
to sell many items below certain profitability or 
even below cost. Since the competition is heav-
ily selling using price promotions, managers of 
a hypermarket chain is also forced to use this 
marketing communication method.

Our models give a brand (or store) manager 
a relatively simple and powerful tool with which 
they can forecast price promotion effects on sales 
(and/or marketshare), giving them an early warn-
ing tool with which they can fine tune the discount, 
point of purchase activities and other promotion 
tools to maximize the effects while investing the 
lowest budget.
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KEY TERMs AND DEFINITIONs

Sales Promotion: A decrease in price usually 
short-term

Marketing Budgeting: Process of setting the 
amount of money spent for marketing activities 
on a yearly basis.

Scanner Level Data: Data of product sales 
that is generated by cashier UPC/EAN scanners 
and stored on a database server.

SCAN*PRO Model: A sales response model 
developed by AC Nielsen to study the effects of 
marketing promotion tools on sales.

MCI Model: Multiplicative competitive in-
teraction model used for market share analysis.

Time Series Analysis: Regression analysis that 
uses past and future data for regression analysis.

Promotion Effectiveness: A measure for mea-
suring the successfulness of promotion activity.
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